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A General View
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<latexit sha1_base64="Ej43YnwqYuDrwSw2Pk+UXz1Nm7s=">AAAGZHicnZTdbtMwFMe9wcoIAzYmrpAma9WkgaqqqRBwM2nTNImr0U3sQ2rK5LhO6i12gu0MqiyXSDwNt+xVeAFueAlOsiKWOr2ZpURHf//O8TnHH34ScW06nV9z8/fuLzQeLD50Hi09fvJ0eeXZsY5TRdkRjaNYnfpEs4hLdmS4idhpohgRfsRO/IvdYv7kkinNY/nRjBM2ECSUPOCUGJDOltfHeAvvfG1hr4V3sMcl9g59/1MmsGe4YBrL/Gy52Wl3yoFtw50Yze2l64M/39aue2crC6+8YUxTwaShEdG673YSM8iIMpxGLHe8VLOE0AsSsj6YksBCg6wsJscboAxxECv4pMGletsjI0LrsfCBFMSM9PRcIdbN9VMTvBtkXCapYZLeLBSkETYxLjqDh1wxaqIxGIQqDrliOiKKUAP9c5wNvHWHAW4fEqaIiZVuYRkr0cLM0Padw3mSfaGxEEQOM0+xgH3O++4g2yzsrOnmL3PsOBVo1/fzzGNSp4oVXcm84u/72W6eA1xhD2exhza7P4vdB7aK7s1C9yy0NwvtFagDZd6mIyi/SoOiIyJNEbfKhhYb/merSWia5P3uYDpyYDzAw4jhptvCzS72FA9HxlOlOF0JGZ7HHIJXomRwxeA8URJZlXN5WW5lZdEAzl/m5sXOWlkWp8n2KNO8ggwnyV1Zefm63qtwmpR0ZS0miO1U3rFgkttUty8ZtR188Q++jcJ9C6e7pAQuZXtrmKlPBFpa26VhLOqCg2odPRWf16A9C9Q8lDVgKVtsQmQtDHoBw+vqTr+ltnHcbbtv2q8P4JntopuxiF6gdbSJXPQWbaP3qIeOEEXf0Q/0E10v/G4sNVYbz2/Q+bmJzyqqjMbaX7fDP+Y=</latexit>

y = Ax, A 2 Rm⇥nSolve:

Determined (m=n):

Over-Determined (m>n):
<latexit sha1_base64="08A/jHd3DEwhtV10sm2GDkw03pg=">AAAGd3icnZRLbxMxEMfdQkNZXi0cOWARFRUUomzE64JUVFXiVEJFH1I2RF7Hu3W79i62NzTa7Cfh03CFE0e+AV+BG7PbVHTjzaWWLI3+/s14Zvzwk4hr0+n8Xlq+dn2lcWP1pnPr9p2799bW7x/oOFWU7dM4itWRTzSLuGT7hpuIHSWKEeFH7NA/3S7WD8dMaR7LT2aSsIEgoeQBp8SANFx76Rl2ZpTIiApz7Akuh9kZ9rgEm5hj38/28s8SVqbv8Bl+jidgDbvDtWan3SkHtg13ZjS3Wn+6Y/OL9obrK8+8UUxTwaShEdG673YSM4BdDacRyx0v1Swh9JSErA+mJILpQVbWl+MNUEY4iBVMaXCpXvbIiNB6Inwgi6T1/Foh1q31UxO8GWRcJqlhkp5vFKQRNjEumoVHXDFqogkYhCoOuWJ6TBShBlrqOBv47RUGuH1ImCImVrqFZaxECzND21cO50n2lcZCEDnKPMUC9iXvu4Nss7Czpps/zbHjVKBt388zj0mdKlZ0Jbs47O08B7jC7i1i92x2dxG7C2wV3VmE7lhobxHaK1AHyrxMR1B+lQZFR0SaIm6VDS02/M9Wk9A0yfvdwXzkwHiAhxHDTbeFm13sKR4eG0+V4nwlZHQScwheiZLBa4P7RElkVc7luDzKyqYB3L/MzYuTtbIsbpPtUaY5hQxnyU2tvHxd71U4zUqaWpsJYjuVbyyY5TbX7TGjtoMvLuDLKLy3cL5LSuBSto+GmfpEoKW1XRrFoi44qNbVU/FJDdqzQM1DWQOWssUmRNbCoBcw/K7u/F9qGwfdtvuq/eIjfLNddD5W0UP0GG0iF71GW+g96qF9RNE39B39QD9X/jYeNZ40Ns/R5aWZzwNUGQ33H/qlSUk=</latexit>

arg min
x2Rn

kAx� yk2
<latexit sha1_base64="WMjqf9U3vyYk8A22qBouNf5v85o=">AAAGbXicnZTdbtMwFMe9wcoIXxuICwRCFtXExkbVVAi4mbRpmsTVKNO+pKatHNfJvNlOsJ2xKsszIJ6GW7jjFXiKvQHCSYtY6vRmlhId/f07x+ccf/gxo0o3m79nZm/cnKvdmr/t3Ll77/6DhcWHBypKJCb7OGKRPPKRIowKsq+pZuQolgRxn5FD/3Qrnz88I1LRSOzpYUy6HIWCBhQjbaT+wqpzDtehx0igl+Fmbw9uepKGx3qll752s0IZGmCztwqH/YV6s9EsBrQNd2zUN558Pf9z2fvV7i/OvfIGEU44ERozpFTHbca6myKpKWYkc7xEkRjhUxSSjjEF4kR106KqDC4ZZQCDSJpPaFioVz1SxJUact+QHOljNTmXi1VznUQH77spFXGiicCjhYKEQR3BvEVwQCXBmg2NgbCkJleIj5FEWJtGOs4SXL/GMG4fYyKRjqRagyKSfA0SjRvXDucJ8gVHnCMxSD1JAvI567jddDm307qbrWTQcUrQlu9nqUeESiTJu5J6+d/3060sM3CJ3Z3G7trszjR2x7BldHsaum2h7WloO0cdU+ZVmpnyy7RRFENC53HLbGix4X+2nITCcdZpdScjB9ozeMgIrLtrsN6Co0vjyUKcrAQNTiJqgpeipJ6RiMSIWZVTcVZsZWnRwJy/1M3ynbWyzE+T7VGkeWEyHCd3YeXlq2qv3Glc0oW1GEe2U3HHgnFuE90+I9h28Pk/+Cpq7ls42SXJYSHbW0N0dSKmpZVdGkS8KrhRraMno5MKtG2BioaiAixki42RqISNnsPmdXUn31LbOGg13LeNN5/MM9sCozEPnoIXYBm44B3YAB9AG+wDDL6B7+AH+Dl3WXtce1Z7PkJnZ8Y+j0Bp1F7+BfW8QuU=</latexit>

x =
�
ATA

��1
AT y = A+y

Under-Determined (m<n):
<latexit sha1_base64="+vxyZLjijZz1nJ3ZbS6DQTv35B8=">AAAGknicnZTfb9MwEMe9wcoovzbgjReLatJAVdVUCBDSpE3VJB7QKBP7ITWlclwn9RY7wXZKqzT/Fv8Hj0i8gvgzuGSdWOrsZZYinc6fO3/vcrYXh1ybdvvnyuqt22u1O+t36/fuP3j4aGPz8bGOEkXZEY3CSJ16RLOQS3ZkuAnZaawYEV7ITrzzbr5/MmFK80h+NrOYDQQJJPc5JQZcw42ea9jUKJESFWTYFVwO0yl2uQSbmLHnpYfZFwk7KXbnU3c+7ODLCKwTOsZmTAzO9vAU7+CZm+HhRqPdahcL24azMBq7zb+diflBe8PNtZfuKKKJYNLQkGjdd9qxGYAgw2nIsrqbaBYTek4C1gdTEsH0IC1Kz/AWeEbYjxR80uDCezUiJULrmfCAzOvRy3u5s2qvnxj/7SDlMk4Mk/TiID8JsYlw3kc84opRE87AIFRx0IrpmChCDXS7Xt/COzdYEPYxZoqYSOkmlpESTcwMbd04nSvZNxoJQeQodRXz2des7wzS7dxOG072IsP1egnqel6WukzqRLG8K+nlHHSzDOASe3gde2izB9exB8CW0f3r0H0L7V2H9nK0DmVepUMov0yDR4dEmjxvmQ0sNvjPlkVoGmf9zmA5s29cwIOQ4YbTxA24OIoHY+OqwrlcCRmdRRySl7KkcBFhnigJrcq5nBS/snSoD/OXOln+Zy2V+TTZEYXMOShciJtbujxdHZUHLUqaW4cJYgcVd8xfaFvq9oRRO8ATl/BVFO5bsNwlJXDhtn8NM9VCoKWVXRpFoio5eK3RU9FZBdqzQM0DWQEWbouNiayEwZ/D8Lo6y2+pbRx3Ws7r1qtP8Mx20MVaR8/Qc7SNHPQG7aL3qIeOEEXf0S/0G/2pPa29q+3Vuhfo6soi5gkqrdqHf8CfU4w=</latexit>

arg min
x2Rn

{kxk2 such that Ax = y}
<latexit sha1_base64="bVECaq8uVXNuyE2uGXV4uwGsd44=">AAAGbnicnZTdbtMwFMe9wcoIXxtISAghLKpJHZSqqRBwM2nTNImrUaZ9SU07Oa6TebOdYDtjVZZnQOJpuIUrXoGngCdAOGkRS53ezFKio79/5/ic4w8/ZlTpdvvn3Py16wu1G4s3nVu379y9t7R8f19FicRkD0cskoc+UoRRQfY01YwcxpIg7jNy4J9u5vMHZ0QqGoldPYpJn6NQ0IBipI10tNR0zuEahBuDXY+RQDfgRmFLGh7r1UH60s0gHBliY/ACjo6W6u1WuxjQNtyJUV9/9Pn8z6/Bj+7R8sJzbxjhhBOhMUNK9dx2rPspkppiRjLHSxSJET5FIekZUyBOVD8tysrgilGGMIik+YSGhXrZI0VcqRH3DcmRPlbTc7lYNddLdPC2n1IRJ5oIPF4oSBjUEcx7BIdUEqzZyBgIS2pyhfgYSYS16aTjrMC1Kwzj9j4mEulIqiYUkeRNSDRuXTmcJ8gnHHGOxDD1JAnIx6zn9tNGbqd1N1vNoOOUoE3fz1KPCJVIkncl9fK/76ebWWbgErszi92x2e1Z7LZhy+jWLHTLQruz0G6OOqbMyzQz5ZdpoyiGhM7jltnQYsP/bDkJheOs1+lPRw60Z/CQEVh3m7DegeMb48lCnK4EDU8iaoKXoqSekYjEiFmVU3FWbGVp0cCcv9TN8p21ssxPk+1RpHlhMpwkd2Hl5atqr9xpUtKFtRhHtlNxx4JJblPdPiPYdvD5P/gyau5bON0lyWEh21tDdHUipqWVXRpGvCq4Ua2jJ6OTCrRrgYqGogIsZIuNkaiEjZ7D5nV1p99S29jvtNzXrVcfzDPbAeOxCB6DZ6ABXPAGrIN3oAv2AAZfwFfwDXxf+F17WHtSezpG5+cmPg9AadQafwHfpUMP</latexit>

x = AT
�
AAT

��1
y = A+y

=

=

<latexit sha1_base64="/bCFYGrIydd+Q/+3GZGcLh7g9Ig=">AAAGSHicnZTLbtQwFIbdwpQSLm1hycZiVKmgajQZIWBTUamqxKoMFb1Ik1HleE5St74E21Oo0rwEW9jxELwDL4B4C3aIHU46iGac2dTSjI5+f+f4P8dJ4owzY7vdn3PzN262Fm4t3g7u3L13f2l55cG+UWNNYY8qrvRhTAxwJmHPMsvhMNNARMzhID7dKvcPzkAbpuQ7e57BUJBUsoRRYp10GEQky7T6eLTc7na61cJ+EE6C9qtvwUb29UfQP1ppPY1Gio4FSEs5MWYQdjM7zIm2jHIogmhsICP0lKQwcKEkAswwrwwXeNUpI5wo7X7S4kq9mpETYcy5iB0piD0203ul2LQ3GNvk5TBnMhtbkPTyoGTMsVW47B6PmAZq+bkLCNXMecX0mGhCrZtREKzijWssl/YmA02s0mYdS6XFOgZLO9cuF0n4QJUQRI7ySEMC74tBOMzXyjhvh8WTAgdBDdqK4yKPQJqxhnIqeVT+x3G+VRQOrrG7s9hdn92Zxe44to5uz0K3PbQ/C+2XaODavEpz136ddorhRNqybp1NPTb9z9ZNGJoVg95wunJiI4enHHA7XMftHo40S49tpCtxuhMyOlHMFa9VySMngaaEe50zeVZdZe3QxD1/eViUN+u5LJ8mP6OyeeEcTsxdeL5i05xVJk1auvAOE8RPqt6xZOJtatpnQP2EWPyDr6LufUunp6QFrmT/asA2G3EjbZzSSImm4k71Hj2tThrQvgcalsoGsJI9NiOyEXZ6Cbuvazj9LfWD/V4nfN559rbb3uyhy7WIHqHHaA2F6AXaRK9RH+0hijj6hD6jL63vrV+t360/l+j83CTnIaqthfm/tos5jA==</latexit>⇡



Fitting Data
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x

y

( )xi, yi

<latexit sha1_base64="jwBMsmKFmypQ0eVR6Bi5xFtBzzI=">AAAGjHicnZTdahQxFMfTate61trqpSDBpVBlKTurqCCFQqmIF3Vb7AfsLEsmk5mmnSRjkq1dpnPp+3jZJxG80ntfwjPTFTub2RsDu3P453dOzjn5CNKEG9vp/Jibv3V7oXFn8W7z3tL95Qcrqw8PjRppyg6oSpQ+DohhCZfswHKbsONUMyKChB0FZ9vF/NE504Yr+cmOUzYQJJY84pRYkIYrH8ZD3sZ+G/NND75JqKzBbSywb9mF1SLDghEz0kwwCTOWnDGJicVUac1MqmTIZYxzfDHkw5VWZ6NTDuwa3sRobS1d7f3++uSqN1xdeO6Hio6K0DQhxvS9TmoHGdGW04TlTX9kWEroGYlZH0xJBDODrCw6x2ughDhSGn6ySAjUmx4ZEcaMRQCkIPbETM8VYt1cf2SjN4OMy3RkmaTXC0WjBFuFiw7ikGtGbTIGg1DNIVdMT4gm1EKfm801vPkfA9w+pkwTq7RpY6m0aGNm6cZ/h/Ml+0KVEESGma9ZxD7nfW+QrRd21vLyZzluNivQdhDkmc9kudvQlcwv/oMg285zgCvs/ix232V3Z7G7wFbRnVnojoP2ZqG9Am1CmTfpBMqv0qCYhEhbxK2yscPG/9hqEoameb87mI4cWR/wOGG4BZeq1cW+5vGJ9XUpTldCwlPFIXglSuaDxDQliVM5l+flVlYWjeD8ZV5e7KyTZXGaXI8yzUvIcJLcpZNXYOq9CqdJSZfOYoK4TuUdiya5TXX7nFHXIRB/4Zso3Ld4ukta4FJ2t4bZ+kSgpbVdCpWoCw6qc/S0Oq1Bew5oeCxrwFJ22JTIWhj0AobX1Zt+S13jsLvhvdp4sQfPbBddj0X0GD1F68hDr9EWeo966ABR9A19Rz/Rr8Zy42XjbWPzGp2fm/g8QpXRePcHUDNQBw==</latexit>

yi, i = 1, . . . ,m measurements taken at corresponding xi

Hypothesis:

A linear model (in the unknown parameters ) βj

<latexit sha1_base64="/OjZMBvEejbadUEJDL+ze/jKLsY=">AAAGdHicnZTdbtMwFMc9YGWUrw0u4cKimtShqWqKxEAwadI0iatRJvYhNaVy3JPUXewE2ymrsjwFN9zzHtzCKyB4Dq5xsiKWOr2ZpUQnf//O8TnHjr04ZEq32z+Xrl2/sVy7uXKrfvvO3Xv3V9ceHKkokRQOaRRG8sQjCkIm4FAzHcJJLIFwL4Rj73Q3nz+egFQsEu/1NIY+J4FgPqNEG2mw2pnibew3z165HmiyYT5clfBBOt52sg8CF+pgjN0JkfGIDcbNs43BaqPdahcD24YzMxo7Lz//3vr663V3sLb81B1GNOEgNA2JUj2nHet+SqRmNISs7iYKYkJPSQA9YwrCQfXTorgMrxtliP1ImkdoXKiXPVLClZpyz5Cc6JGan8vFqrleov0X/ZSJONEg6MVCfhJiHeG8U3jIJFAdTo1BqGQmV0xHRBKqTT/r9XW8fYVh3N7GIImOpNrEIpJ8E4OmrSuHcwV8ohHnRAxTV4IPH7Oe00+buZ02nGwjw/V6Cdr1vCx1QahEQt6V1M3fnpfuZpmBS+zBIvbAZvcXsfuGLaN7i9A9C+0uQrs5WjdlXqZDU36ZNooKidB53DIbWGzwny0noWic9Tr9+ci+dg0ehIAbziZudLArWTDSrizE+UrIcBwxE7wUJXWNBJKS0KqciUmxlaVFfXP+UifLd9bKMj9NtkeR5rnJcJbcuZWXp6q9cqdZSefWYpzYTsU/5s9ym+v2BKjt4PF/8GXU/G/BfJckx4Vsbw3o6kRMSyu7NIx4VXCjWkdPRuMKtGuBigWiAixki42JqISNnsPmdnXm71LbOOq0nOetZ+/MNdtBF2MFPUJPUBM5aAvtoDeoiw4RRV/QN/Qd/Vj+U3tca9TWL9BrSzOfh6g0aq2/V6lHBQ==</latexit>

y = f(x;�) =
nX

j=1

�j'j(x)



Fitting Data

It is unlikely we achieve
<latexit sha1_base64="a+H4eCbJ1NcZ9ii5d2RzWVPmI68=">AAAGi3icnZTdbtMwFMe9wcoIDLZxyY1FNamDqmo6CRAwadI0CW5GmdiHVFeV4ziZN8cOtrtRZXkGHoV34B244AaegnucrIilTm+wlOjo7985Puf4I0g506bb/bGweOv2UuPO8l3v3v2VBw9X19aPtBwrQg+J5FKdBFhTzgQ9NMxwepIqipOA0+PgfLeYP76gSjMpPppJSocJjgWLGMHGSqPVd5MRg9swan0esdcooAZvQtSGKJIKcw6Zhw5YfGqwUvIS1rDPIAopN3jERqvNbqdbDuga/tRo7qyj1u9vX1B/tLb0FIWSjBMqDOFY64HfTc0ww8owwmnuobGmKSbnOKYDawqcUD3MyppzuGGVENo07ScMLNWbHhlOtJ4kgSUTbE717Fwh1s0NxiZ6OcyYSMeGCnK9UDTm0EhYNBCGTFFi+MQamChmc4XkFCtMjG2z523A7f8Y1u19ShU2Uuk2FFIlbUgN6fx3OCToJZFJgkWYIUUj+ikf+MOsVdhZ0883c+h5FWg3CPIMUaHHihZdyVDxD4JsN88tXGEP5rEHLrs/j923bBXdm4fuOWh/HtovUM+WeZPmtvwqbRXNsTBF3CobO2z8j60moUmaD3rD2ciRQRaPOYVNvw2bPYhUcYeQKsXZSnB4JpkNXomSIStRRTB3KmfiotzKyqKRPX+Znxc762RZnCbXo0zzymY4Te7KySvQ9V6F07SkK2exBLtO5R2LprnNdPuCEtchSP7CN1F73+LZLqkElrK7NdTUJ2JbWtulUCZ1wa3qHD0lz2rQvgNqFosasJQdNsWiFrZ6AdvX1Z99S13jqNfxn3e2PthntgeuxzJ4DJ6AFvDBC7AD3oI+OAQEfAXfwU/wq7HS2Gq8ary5RhcXpj6PQGU09v4AYANN1g==</latexit>

yi = f(xi;�) 8i ) yi = f(xi;�) + �i
Small error, noise

Set

<latexit sha1_base64="VBAbTb/+8pSi3xU/Ofp8O9CvqL8=">AAAGinicnZTdbtMwFMe9wcoIAzYQV9xYVJMGmqqmSHwITZo0Ju1qdBP7kJpSOY6TeYudYLuFKssr8Qa75Qm44QLegntOsg6WOr2ZpUqnJ79z/D/n2PbTmGvTbv+cm791e6FxZ/Guc2/p/oOHyyuPDnUyVJQd0CRO1LFPNIu5ZAeGm5gdp4oR4cfsyD/bKr4fjZjSPJEfzThlfUEiyUNOiQHXYHlnjDew4/ks4jJLBTGKf82d8cDFnud4oyAxurDGA+F4TAb/EOxxiT34c+L72X7+SQyWm+1Wu1zYNtyJ0dx88udir/X9ojtYWXjhBQkdCiYNjYnWPbedmn5GlOE0ZrnjDTVLCT0jEeuBKYlgup+VJed4FTwBDhMFP2lw6b0ekRGh9Vj4QBYi9fS3wln3rTc04Zt+xmU6NEzSy43CYYxNgov+4YArRk08BoNQxUErpidEEWqgy46zijdusCDsQ8oUMYnS61gmSqxjZmjrxuk8yb7QRAgCI/MUC9nnvOf2s7XCzppu/jzHjlOBtnw/z2DEeqhY0ZXsarhbeQ5whd2fxe7b7O4sdhfYKro9C9220O4stFugDpR5nY6h/CoNHh0TaYq8VTay2Og/WxWhaZr3Ov3pzKHxAI9ihpvuOm52sKd4dGI8VTqnKyHBacIheSVLBrcLzhMlsVU5l6NylJVNQzh/mZsXk7VUFqfJjihlnoPCibhzS5ev66OKoElJ59ZmgthB5R0LJ9qmuj1i1A7wxRV8HYX7Fk13SQlcuu3RMFMvBFpa26UgEXXJwWsdPZWc1qBdC9Q8kjVg6bbYlMhaGPwFDK+rO/2W2sZhp+W+ar3cg2e2gy7XInqKnqE15KLXaBPtoC46QBR9Qz/QL/S7sdToNN423l2i83OTmMeoshrv/wJbLlAK</latexit>

y =

0

B@
y1
...
ym

1

CA 2 Rm

x

y

( )xi, yi

<latexit sha1_base64="Ks5qQBAIIhiUUkVd6/Ulpi3pQ5s=">AAAGmXicnZTPb9MwFMe9wcoIP7aBOO1iUU0aaKqaIgGXSUPTpInD6Ab7ITWlchwn8xY7wXYLU5Y/bVf+B85c4cidl7SDpU4vsxTp5fnznr9+z7afxlybdvvH3PyduwuNe4v3nQcPHz1eWl55cqSToaLskCZxok58olnMJTs03MTsJFWMCD9mx/75djF/PGJK80R+Mhcp6wsSSR5ySgy4BsvHXsBiQ/AmdjyfRVxmqSBG8W+5M54ZuNjzHG8UJEaX1tgrHI/J4B+MPS6xBz+nvp8d5J/FYLnZbrXLgW3DnRjNrWd/rvZb36+6g5WFl16Q0KFg0tCYaN1z26npZ0QZTmMGcoaapYSek4j1wJREMN3PygrkeA08AQ4TBZ80uPTejMiI0PpC+EAWIvX0XOGsm+sNTfi2n3GZDg2TdLxQOIyxSXBRThxwxaiJL8AgVHHQiukpUYQaKLrjrOHNWwwI+5AyRUyi9AaWiRIbmBnaunU6T7KvNBGCQMs8xUL2Je+5/Wy9sLOmm7/IseNUoG3fzzNosR4qVlQlu27udp4DXGEPZrEHNrs3i90DtoruzEJ3LLQ7C+0WqAPbvEnHsP0qDR4dE2mKvFU2stjoP1sVoWma9zr96cyh8QCPYoab7gZudrCneHRqPFU6p3dCgrOEQ/JKlgxuF5wnSmJr51yOylZWFg3h/GVuXnTWUlmcJjuilHkJCifiLi1dvq6PKoImW7q0FhPEDirvWDjRNlXtEaN2gC+u4Zso3LdoukpK4NJtt4aZeiFQ0toqBYmoSw5e6+ip5KwG7Vqg5pGsAUu3xaZE1sLgL2B4Xd3pt9Q2jjot93Xr1T48sx00HotoFT1H68hFb9AW2kVddIgoukI/0S/0u7HaeNfYbbwfo/Nzk5inqDIaH/8CboJWZw==</latexit>

� =

0

B@
�1
...
�m

1

CA 2 Rm

<latexit sha1_base64="MpBlmEuoTJcj9Y7FDLmQAfdTmz0=">AAAGVnicnZXNbtQwEMfdwpYSCt0CNyRksapUoFptVgi4VCqqKnEq24p+SJtV5TiT1G3sBNspWtIceQ+u8AR9FHgG3gHhpIto1tlLLSUa/f2b8czYcfw0Zkr3er/m5m/dbi3cWbzr3Fu6/2C5vfLwQCWZpLBPkziRRz5REDMB+5rpGI5SCYT7MRz6Z1vl/OE5SMUS8VGPUxhxEgkWMkq0kY7bj8d4A7/Dng+a4JfYCyDW5Ljd6XV71cC24U6MzubS5e7vr08vB8crrRdekNCMg9A0JkoN3V6qRzmRmtEYCsfLFKSEnpEIhsYUhIMa5VX6BV41SoDDRJpHaFyp1z1ywpUac9+QnOgTNT1Xik1zw0yHb0c5E2mmQdCrhcIsxjrBZS9wwCRQHY+NQahkJldMT4gkVJuOOc4q3rjBMG4fUpBEJ1KtY5FIvo5B0+6Nw3kCPtOEcyKC3JMQwqdi6I7ytdLOO27xvMCOU4O2fL/IPRAqk1B2JffKt+/nW0Vh4Bq7N4vds9mdWeyOYevo9ix020IHs9BBiTqmzOt0bMqv00ZRMRG6jFtnI4uN/rP1JBRNi2F/NB051J7Boxhwx13HnT72JItOtCcrcboSEpwmzASvRck9I4GkJLYqZ+K82sraoqE5f7lblDtrZVmeJtujSvPCZDhJ7sLKy1fNXqXTpKQLazFObKfqGwsnuU11+xyo7eDzf/B11Hxv0XSXJMeVbG8N6OZETEsbuxQkvCm4Ua2jJ5PTBnRggYpFogGsZItNiWiEjV7C5nZ1p+9S2zjod93X3Ve75prto6uxiJ6gZ2gNuegN2kTv0QDtI4q+oG/oO/rR+tn6s2D+Elfo/NzE5xGqjYX2XzysO8E=</latexit>

y = A� + �

<latexit sha1_base64="0AH+TzmK/qJoz5LePSLiNM3UicM=">AAAG6XicnZRPb9MwFMDTwcoIDDYQJy4W1dCGpqopCDgwaWiaxGl0E/sj1aVyXCf1FjvBdsemLB+CG+LKgU+xK9+BD8Kdl6xjS51eZinSy3u/9/z+2PaTiGvTav2pzdy6PVu/M3fXvXd//sHDhcVHezoeKcp2aRzF6sAnmkVcsl3DTcQOEsWI8CO27x9t5Pb9Y6Y0j+Unc5qwniCh5AGnxICqv/DrPVpDLvZZyGWaCGIUP8lcfExUMuR9b/mk762g5whHg9joXBhbZGHBGNCxJbcVYqG88hdT/cWKi5kc/N8WYS4Rhp+h76c72edUIGy4YBrJrL/QaDVbxUK24I2FxvqTv+fbzd/nnf7i7As8iOlIMGloRLTueq3E9FKiDKcRgxpHmiWEHpGQdUGUBDbqpUVHM7QEmgEKYgWfNKjQXvdIidD6VPhA5vnqSVuurLJ1RyZ420u5TEaGSXqxUTCKkIlRPh404IpRE52CQKjikCuiQ6IINTBE111CazdY4PYxYYqYWOlVJGMlVhEztHnjcFiyrzQWgsD0sGIB+5J1vV66nMtpw8tWMuS6JWjD97MUpq1HiuVdSS/nvJFlAJfYnWnsjs1uTWO3gC2jm9PQTQvtTEM7OepCmdfpCMov06DREZEmj1tmQ4sNr9hyEpomWbfdm4wcGAx4GDHU8FZRo42w4uHQYFUoJyshg8OYQ/BSlBQuGpwnSiKrci6Pi1GWNg3g/KVelk/WyjI/TbZHkeYZZDhO7szKy9fVXrnTuKQzazNBbKfijgXj3Ca6fcyo7eCLS/g6CvctnOySEqhQ26NhpjoRaGlllwaxqAoOWuvoqfiwAu1YoOahrAALtcUmRFbCoM9heF29ybfUFvbaTe9189U2PLNt52LNOU+dZ86y4zlvnHXng9Nxdh1am6+9rL2rrdWP6t/q3+s/LtCZ2tjnsVNa9Z//ALiJb0U=</latexit>

A =

0

B@
'1(x1) . . . 'n(x1)

...
...

'1(xm) . . . 'n(xm)

1

CA 2 Rm⇥n

<latexit sha1_base64="/jmLgNkb2SLUAPg0vCiwLj8+jIM=">AAAGlnicnZRNb9QwEIbdQpcSPtqCkJC4WKwqFVStNisEXIoqVRWcyrbql7RZKsdxUrexE2xnoUrzx5B65T9w4wp37kzSLTTr7KWWVpodPzN5Z8a2n8Zcm273x8zsrdtzrTvzd5179x88XFhcerSvk0xRtkeTOFGHPtEs5pLtGW5idpgqRoQfswP/dKPcPxgxpXkid81ZyoaCRJKHnBIDrqPFXc9nhuA17IARcZmnghjFvxZOtXHkYs9zvFGQGF1ZlVM6HpPBPxR7XGIP/hz7fr5TfIK07W6nWy1sG+7YaK8/+XOx3fl+0T9amnvpBQnNBJOGxkTrgdtNzTAnynAaMxCTaZYSekoiNgBTEsH0MK/KL/AyeAIcJgp+0uDKez0iJ0LrM+EDWYrUk3uls2lvkJnw7TDnMs0Mk/TyQ2EWY5Pgspc44IpRE5+BQajioBXTY6IINdBxx1nGazdYEPYxZYqYROlVLBMlVjEztHPjdJ5kX2giBIGReYqF7HMxcIf5Smnnbbd4UWDHqUEbvl/kMGKdKVZ2Jb8a7kZRAFxjd6axOza7NY3dAraObk5DNy20Pw3tl6gDZV6nYyi/ToNHx0SaMm+djSw2+s/WRWiaFoPecDJzaDzAo5jhtruK2z3sKR4dG09VzslKSHCScEhey5LD7YLzRElsVc7lqBpl7aMhnL/cLcrJWirL02RHVDLPQeFY3Lmly9fNUWXQuKRz62OC2EHVHQvH2ia6PWLUDvDFFXwdhfsWTXZJCVy57dEw0ywEWtrYpSARTcnBax09lZw0oH0L1DySDWDlttiUyEYY/CUMr6s7+Zbaxn6v477uvNqGZ7aHLtc8eoaeoxXkojdoHX1AfbSHKPqGfqJf6Hfraetda7P1/hKdnRnHPEa11er/BQX6VQI=</latexit>

� =

0

B@
�1
...
�n

1

CA 2 Rn



Fitting Data

x

y

( )xi, yi

<latexit sha1_base64="fbmEX7k+botyo4M0efmczu6huIg=">AAAGUnicnZTfbtMwFMbdjZYRBuvgEglZVJMGTFVTJOBm0lA1iavRTeyP1FST4ziZN9sJtlOoslzyFtzCM+xBuOEZeAOucLIiljq9maVWR59/5/jzsWM/YVTpXu9XY2n5TrN1d+Wec3/1wcO19vqjIxWnEpNDHLNYnvhIEUYFOdRUM3KSSIK4z8ixfzEo5o8nRCoai496mpAxR5GgIcVIG+m03Z7CbfgOfoEvoRcQptFpu9Pr9soB7cCdBZ2d1av931+fXg1P15svvCDGKSdCY4aUGrm9RI8zJDXFjOSOlyqSIHyBIjIyoUCcqHFWWs/hhlECGMbS/ISGpXozI0NcqSn3DcmRPlPzc4VYNzdKdfh2nFGRpJoIfL1QmDKoY1j0AQZUEqzZ1AQIS2q8QnyGJMLadMtxNuD2LYZJ+5AQiXQs1RYUseRbkGjcvXU5T5DPOOYciSDzJAnJp3zkjrPNIs46bv48h45TgQa+n2ceESqVpOhK5hX/vp8N8tzAFfZgEXtgs3uL2D3DVtHdReiuhQ4XocMCdcw2b9LMbL9KG0UxJHRRt8pGFhv9Z6smFE7yUX88XznUnsEjRmDH3YKdPvQkjc60J0txficoOI+pKV6pknlGIhIjZu2cikl5lJVFQ3P/MjcvTtZyWdwmO6O0eWkczsxdWr58VZ9VJM22dGktxpGdVH5j4czbXLcnBNsJPv8H30TN9xbNd0lyWMr20RBdb8S0tLZLQczrihvVunoyPq9BhxaoaCRqwFK22ASJWtjoBWxeV3f+LbWDo37Xfd19tW+e2T64HivgCXgGNoEL3oAd8B4MwSHAYAK+ge/gR/Nn80+r0Vq+Rpcas5zHoDJaq38Bs6A6GA==</latexit>

y = Ax+ �

Assuming A is a tall, full-rank matrix (i.e rank(A) = n):
<latexit sha1_base64="FciiWrws319+jil8EcaG5vGVI50=">AAAGZnicnZTdbtMwFMe9QcsIMDYQQogbizJpQ6NqKgTcTNpUTeJqlGlfUtNNjutk3mwn2M5YleYFuOFVuIUn4BV4A+54A4STFrHU6c0sJTr6+3eOzzn+8GNGlW61fs7N37hZq99auO3cuXtv8f7S8oMDFSUSk30csUge+UgRRgXZ11QzchRLgrjPyKF/3snnDy+IVDQSe3oYkz5HoaABxUgb6WTpuXMJN6DHSKBX4dbxHtzyJA1P9dpx+tLNCmUIT5YarWarGNA23InR2Hzy5fLP7+Mf3ZPl2gtvEOGEE6ExQ0r13Fas+ymSmmJGMsdLFIkRPkch6RlTIE5UPy3KyeCKUQYwiKT5hIaFetUjRVypIfcNyZE+VdNzuVg110t08LafUhEnmgg8XihIGNQRzHsDB1QSrNnQGAhLanKF+BRJhLXpoOOswI1rDOP2PiYS6UiqdSgiydch0bh57XCeIJ9wxDkSg9STJCAfs57bT1dzO2242VoGHacEdXw/Sz0iVCJJ3pXUy/++n3ayzMAldncWu2uzO7PYHcOW0e1Z6LaFdmeh3Rx1TJlXaWbKL9NGUQwJnccts6HFhv/ZchIKx1mv3Z+OHGjP4CEjsOGuw0Ybjm+LJwtxuhI0OIuoCV6KknpGIhIjZlVOxUWxlaVFA3P+UjfLd9bKMj9NtkeR5shkOEluZOXlq2qv3GlS0shajCPbqbhjwSS3qW5fEGw7+PwffBU19y2c7pLksJDtrSG6OhHT0souDSJeFdyo1tGT0VkF2rVARUNRARayxcZIVMJGz2HzurrTb6ltHLSb7uvmqw/mmW2D8VgAT8EzsApc8AZsgnegC/YBBp/BV/ANfK/9qi/WH9Ufj9H5uYnPQ1AadfgXPrpA3w==</latexit>

x =
�
ATA

��1
AT y

LS will minimize the Euclidean norm of error:
<latexit sha1_base64="62J9fP1DYKyR2/BDAXYiQQMIuqA=">AAAGd3icnZRLbxMxEMfdQkNZXi0cOWARFRUUomwQjwtSUVWJUwkVfUjZEHkd79bt2rvY3tBos5+ET8MVThz5BnwFbsxuU9GNN5dasjT6+zfjmfHDTyKuTafze2n52vWVxo3Vm86t23fu3ltbv3+g41RRtk/jKFZHPtEs4pLtG24idpQoRoQfsUP/dLtYPxwzpXksP5lJwgaChJIHnBID0nDtpWfYmVEiIyrMsSe4HGZn2OMSbGKOfT/byz9LWJm+w2f4OZ6ANewO15qddqcc2DbcmdHcav3pjs0v2huurzzzRjFNBZOGRkTrvttJzAB2NZxGLHe8VLOE0FMSsj6YkgimB1lZX443QBnhIFYwpcGletkjI0LrifCBLJLW82uFWLfWT03wZpBxmaSGSXq+UZBG2MS4aBYeccWoiSZgEKo45IrpMVGEGmip42zgt1cY4PYhYYqYWOkWlrESLcwMbV85nCfZVxoLQeQo8xQL2Je87w6yzcLOmm7+NMeOU4G2fT/PPCZ1qljRlezisLfzHOAKu7eI3bPZ3UXsLrBVdGcRumOhvUVor0AdKPMyHUH5VRoUHRFpirhVNrTY8D9bTULTJO93B/ORA+MBHkYMN90Wbnaxp3h4bDxVivOVkNFJzCF4JUoGrw3uEyWRVTmX4/IoK5sGcP8yNy9O1sqyuE22R5nmFDKcJTe18vJ1vVfhNCtpam0miO1UvrFglttct8eM2g6+uIAvo/DewvkuKYFL2T4aZuoTgZbWdmkUi7rgoFpXT8UnNWjPAjUPZQ1YyhabEFkLg17A8Lu683+pbRx02+6r9ouP8M120flYRQ/RY7SJXPQabaH3qIf2EUXf0Hf0A/1c+dt41HjS2DxHl5dmPg9QZTTcf/pTSUg=</latexit>

arg min
x2Rn

kAx� yk2



Example: Polynomial Regression

6

Problem: fit a polynomial of degree < n,
<latexit sha1_base64="0Dbs81PaDVa4uFIbBMCWM8ABlak=">AAAGfHicnZTdbtMwFMe9wcoIX9u45MaiTOrYVjUVGghp0qRpElejTOxDakrlOE7mzR/BdoemLM/AK/AsXHALtzwItwgn7cRSpzezlOTo7985PufYcZgyqk2n83tu/s7dhca9xfveg4ePHj9ZWl450nKkMDnEkkl1EiJNGBXk0FDDyEmqCOIhI8fh+W4xf3xBlKZSfDSXKRlwlAgaU4yMlYZLb9OWWYPbMAiJQcMOXJ9YPjSFzSJptHctZmLTz6H5NP4Ol5qddqcc0DX8idHcWQlaf75/DXrD5YWXQSTxiBNhMENa9/1OagYZUoZiRnIvGGmSInyOEtK3pkCc6EFWFpnDVatEMJbKPsLAUr3pkSGu9SUPLcmROdXTc4VYN9cfmfjNIKMiHRki8HiheMSgkbDoGIyoItiwS2sgrKjNFeJTpBA2tq+etwq3bzGs2/uUKGSk0htQSMU3IDG4fetwgSBfsOQciSgLFInJ57zvD7JWYWdNP1/LoedVoN0wzLOACD1SpOhKFhTvMMx289zCFfZgFnvgsvuz2H3LVtG9Weieg/Zmob0C9WyZN2lmy6/SVtEMCVPErbKJwyb/2WoSGqd5vzuYjhybwOIJI7Dpb8BmFwaKJqcmUKU4XQmKziS1wStRssBKRGHEnMqpuCi3srJobM9f5ufFzjpZFqfJ9SjTvLIZTpK7cvIKdb1X4TQp6cpZjCPXqfzH4kluU92+INh1CPk1fBO1/1sy3SXFYSm7W0NMfSK2pbVdiiSvC25V5+gpeVaD9hxQ00TUgKXssCkStbDVC9jerv70XeoaR922v9V+9cFes10wHovgGXgOWsAHr8EOeAd64BBg8A38AD/Br4W/jReN9cbmGJ2fm/g8BZXR2PoHkY5H7g==</latexit>

p(t) = �0 + �1t+ . . .+ �n�1t
n�1

to data (ti, yi), i = 1…m
<latexit sha1_base64="EIYxh84Phqbhz++09GGHXJdflqo=">AAAGc3icnZTdbtMwFMe9wcoIH9uAu91YK5M2tFVNhQAhTZqYJnE1ysQ+pKZUjuuk7mIn2E6hcvMcPAjiklt4Bl6B+93jZEUsdXozS4mO/v6d43OOP/wkolI1m78XFm/dXqrdWb7r3Lv/4OHK6tqjUxmnApMTHEexOPeRJBHl5ERRFZHzRBDE/Iic+RcH+fzZiAhJY/5BjRPSZSjkNKAYKSP1Vl1PkS9KMP0GSSphkHKcT8jXMIPeCIlkQHvDLbUN96D6qIe7btZbrTcbzWJA23CnRn3/yeV3+efboN1bW3rm9WOcMsIVjpCUHbeZqK5GQlEckczxUkkShC9QSDrG5IgR2dVFbRncNEofBrEwH1ewUK97aMSkHDPfkAypgZydy8WquU6qglddTXmSKsLx1UJBGkEVw7xRsE8FwSoaGwNhQU2uEA+QQFiZdjrOJty7wTBu7xIikIqF3IE8FmwHEoUbNw7ncfIZx4wh3teeIAH5lHXcrt7KbV13s+0MOk4JOvD9THuEy1SQvCvay/++rw+yzMAl9ngee2yzR/PYI8OW0cN56KGFtueh7Rx1TJnX6ciUX6aNIiPEVR63zIYWG/5ny0lInGSdVnc2cqA8g4cRgXV3B9Zb0BM0HChPFOJsJag/jKkJXoqiPSMRgVFkVU75qNjK0qKBOX/azfKdtbLMT5PtUaQ5MRlOk5tYefmy2it3mpY0sRZjyHYq7lgwzW2m2yOCbQef/YOvo+a+hbNdEgwWsr01RFUnYlpa2aV+zKqCG9U6eiIeVqBtC5Q05BVgIVtsgnglbPQcNq+rO/uW2sZpq+G+aDx/b57ZFrgay2AdbIAt4IKXYB+8BW1wAjD4Cn6An+DX0mVtvbZRe3qFLi5MfR6D0qjt/gUnTUh/</latexit>

Basis functions: 'j(t) = tj�1

<latexit sha1_base64="h0eFjuKOK2z8bfTVwLVVxzGIjoA=">AAAGfHicnZTdbtMwFMe9wcoIXxtwx41FmbRBVzUVGmjSpKFpEjeMMrEPqSmV4zqpu9gJtlM2eXkX3gHxCtzCLa/APbcIJytiqdObWUp09PfvHJ9z/OEnEZWq1fo5N3/t+kLtxuJN59btO3fvLS3fP5RxKjA5wHEUi2MfSRJRTg4UVRE5TgRBzI/IkX+yk88fjYmQNObv1VlCegyFnAYUI2Wk/tKmp8ipEky/QUrQUxjEgm3CDL7qazrK4Bb0xkgkQ9ofrao+XdvS5p990KN1N+sv1VvNVjGgbbgTo7798PdX+evLsNNfXnjqDWKcMsIVjpCUXbeVqJ5GQlEckczxUkkShE9QSLrG5IgR2dNFkRlcMcogz898XMFCveyhEZPyjPmGZEgN5fRcLlbNdVMVvOxpypNUEY4vFgrSCKoY5h2DAyoIVtGZMRAW1OQK8RAJhJXpq+OswK0rDOP2NiECqVjIBuSm6w1IFG5eOZzHySccM4b4QHuCBORj1nV7ejW3dd3N1jLoOCVox/cz7REuU0Hyrmgv//u+3skyA5fY/Vnsvs3uzWL3DFtGd2ehuxbamYV2ctQxZV6mI1N+mTaKjBBXedwyG1ps+J8tJyFxknXbvenIgfIMHkYE1t0GrLehJ2g4VJ4oxOlK0GAUUxO8FEV7RiICo8iqnPJxsZWlRQNz/rSb5TtrZZmfJtujSPPcZDhJ7tzKy5fVXrnTpKRzazGGbKfijgWT3Ka6PSbYdvDZP/gyau5bON0lwWAh21tDVHUipqWVXRrErCq4Ua2jJ+JRBdqxQElDXgEWssUmiFfCRs9h87q602+pbRy2m+5G8/k788y2wcVYBI/AY7AKXPACbIPXoAMOAAafwTfwHfxY+FN7UntWW79A5+cmPg9AadQ2/gIhVExn</latexit>

Matrix form: Aij = 'j(ti) = ti
j�1

Vandermonde matrix

<latexit sha1_base64="qQQSoeviQzaqCxw7iaLTWnQDJ8w=">AAAGqXicnZTdbtMwFMe9wcoIY2xwyY1FNWnAVDUVAm5Ag2kSV6Ob2IdoqspxnTRrbGe2szFleS9eggfgObjhYkicZIUtdXozX0TW//zO8flw7CdxpE27/XNu/s7dhca9xfvOg6WHy49WVh8faJkqyvapjKU68olmcSTYvolMzI4SxQj3Y3boj7cK++EpUzqS4os5T1ifk1BEQUSJAWmwEprBGHuCnWAz8FgcY+wZ9s0onuFAKpzjibW0/TcRMQQTfy+wtxeFI0OUkmf4wzUwIhoHKbgoIsaAwknNdqtdLmxv3Mmmubn0/WP78vdyd7C68MIbSppyJgyNidY9t52YfkaUiWjMcsdLNUsIHZOQ9WArCGe6n5UdyfEaKMOygkAKg0v1pkdGuNbn3AeSEzPS07ZCrLP1UhO87WeRSFLDBL06CArFRuKivXgYKUZNfA4bQlUEuWI6IopQA0NwnDX87hYL3D4nTBEjld7AQiq+gZmhrVuHg5GeUck5zDHzFAvYSd5z+9l6sc+abv48x45TgbZ8P888JnSqWNGVzCu+vp9t5TnAFXZvFrtnszuz2B1gq+j2LHTbQruz0G6BOlDmTTqG8qs0KDomwhRxq2xoseE1W01C0yTvdfrTkQPjAR7GDDfdDdzsYE8Vv5CnSnG6EjI8lhEEr0TJPJCYoiS2Ko/EaTnKyqEB3L/MzYvJWlkWt8n2KNO8gAwnyV1Yefm63qtwmpR0YR3Gie1U/mPBJLepbp8yajv4/B98E4X/LZzukuK4lO3RMFOfCLS0tktDyeuCg2pdPSWPa9CuBeooFDVgKVtsQkQtDHoBw+vqTr+l9uag03Jft17twjPbQVdrET1Fz9A6ctEbtIk+oS7aRxT9QL/QJfrTeNnYbRw1vl6h83MTnyeoshr0LwKWW5Y=</latexit>

tk 6= t` for k 6= ` and m > n ) A has full rank n



From regression to classification

7

Linearly separable data (2 classes):

There exists a hyperplane that separates data space in two regions, each

containing only one class.

Separating hyperplane or 
Linear Discriminant Function



From regression to classification

8

Linearly separable data (2 classes):


Separating hyperplane or 
Linear Discriminant Function

<latexit sha1_base64="EhYpG9ZD1jpvZDzwreRGNudQtik=">AAACZXicbZDfShtBFMYnW1vtttaoxRsvemgoWCphV6T2RhB646WKUTEbw8zsRAfnzzJztklY9ml8Gm/tVZ+gr+EkBuqfHhj4+H7ncM58rFDSY5L8aUSv5l6/mV94G797v/hhqbm8cuJt6bjocKusO2PUCyWN6KBEJc4KJ6hmSpyy658TfvpLOC+tOcZxIXqaXho5kJxisPrN3fHG6CvswvDiGEbwDYb9ZBMyFCN0uoKcIoXCSoNQB5xJA5mmeMVYdVRfGOg3W0k7mRa8FOlMtMisDvrLjWaWW15qYZAr6n03TQrsVdSh5ErUcVZ6UVB+TS9FN0hDtfC9avrPGr4EJ4eBdeGFk6bu44mKau/HmoXOyZX+OZuY/2PdEgc/epU0RYnC8IdFg1IBWpiEBrl0gqMaB0G5k+FW4FfUUY4h2jgzYsit1tTkVXbEWF39C6l+Ss8f0/NA4zhkmD5P7KU42Wqn39vbh9utva1ZmgtknXwmGyQlO2SP7JMD0iGc3JBbckd+N/5Gi9HHaO2hNWrMZlbJk4o+3QNKebgX</latexit>

y(x) = wTx+ w0, data point x 2 Rn

<latexit sha1_base64="1HU+D5sVPU22kaik4e7poY66jfE=">AAACTXicbVDLThtBEJw1JJANCQaOXEaxkDhZuwhBjkhcOBKEAeF10My41x4xj9VML4612i/ga7gmH5FzPiQ3hJg1PvCqU6mqWt1dvFDSY5L8i1oLix8+Li1/ij+vfPm62l5bP/O2dAJ6wirrLjjzoKSBHkpUcFE4YJorOOfXh41/fgPOS2tOcVrAQLORkbkUDIN01d7KEH6h0xWdgByNkd6AQOtoTSc0k4ZmJ5z/DLlO0k1moG9JOicdMsfx1VrUzoZWlBoMCsW876dJgYOKOZRCQR1npYeCiWs2gn6ghmnwg2r2T023gjKkeTgjtwbpTH0+UTHt/VTzkNQMx/6114jvef0S8++DSpqiRDDiaVFeKoqWNuXQoXThfTUNhAknw61UjJljAkOFcWZgIqzWzAyrppe6ypoVnFcndf3SvXzuXgY3jkOH6evG3pKznW661939sds52Jm3uUw2yTeyTVKyTw7IETkmPSLILbkjv8mf6G/0P7qPHp6irWg+s0FeoLX0CC+Zs3s=</latexit>

weight vector w 2 Rn

<latexit sha1_base64="KDJvcqQnTVS0BhqbSTwg6qxAi5Y=">AAACRHicbZDLSgMxFIYz3h1vVZe6CBbBVZkRUZeCG5cqVsVOKUl6qsEkMyRn1DLMxqdxqw/hO/gO7sStmKldeDsQ+Pn/czgnH8+UdBhFL8HI6Nj4xOTUdDgzOze/UFtcOnVpbgU0RapSe86ZAyUNNFGigvPMAtNcwRm/3q/ysxuwTqbmBPsZtDW7NLInBUNvdWqrCcIdWl1QLpmjJb3tRDSRhibHnHdq9agRDYr+FfFQ1MmwDjuLQS3ppiLXYFAo5lwrjjJsF8yiFArKMMkdZExcs0toeWmYBtcuBt8o6bp3urSXWv8M0oH7faJg2rm+5r5TM7xyv7PK/C9r5djbbRfSZDmCEV+LermimNKKCe1KCwJV3wsmrPS3UnHFLBPoyYWJgVuRas1Mt6iolEVSreC8OC7Ln+nF9/TCp2HoGca/if0Vp5uNeLuxdbRV39sc0pwiK2SNbJCY7JA9ckAOSZMIck8eyCN5Cp6D1+AteP9qHQmGM8vkRwUfn6MTsEc=</latexit>

bias w0 2 R

Classification rule: 
<latexit sha1_base64="eaIdJz/4ssv2BDd1LBJkzfYUjXw=">AAACSHicbZDPThsxEMa9KVC6/Gkop4qLBUIKl2gXoZYjUi8cQ9QAIhsi25kEC9u7smdpotVeufIiXOEZEG/Qp2hvVS8IJ+HAv5Esffp+M5rxxzMlHUbR76DyYWZ27uP8p3BhcWn5c3Xly6FLcyugJVKV2mPOHChpoIUSFRxnFpjmCo74+Y8xP7oA62RqfuIog45mAyP7UjD0VrdKE4QhWl04OTAlTbgcqBod1YZbE223utWNqB5Nir4V8ZPY2Pt6NXz4c3rX6K4E1aSXilyDQaGYc+04yrBTMItSKCjDJHeQMXHOBtD20jANrlNMvlLSTe/0aD+1/hmkE/f5RMG0cyPNfadmeOZes7H5Hmvn2N/tFNJkOYIR00X9XFFM6TgX2pMWBKqRF0xY6W+l4oxZJtCnFyYGfolUa2Z6RdLkvCyS8QrOi2ZZvqQnz+mJp2HoM4xfJ/ZWHG7X42/1nQMf5jaZ1jxZI+ukRmLyneyRfdIgLSLIJbkmN+Q2uA/+Bv+C/9PWSvA0s0peVKXyCH1/tZM=</latexit>

sign
�
y(x)

�
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Linearly separable data (2 classes):


Loss: Penalty occurring when mis-predicting sign(y) 

For a data point x with label t ∈ {0,1}
<latexit sha1_base64="NolGGeXfu+v0RpZSsrX38AYyqTk=">AAACzXicjVFdb9MwFHXC1/D46OCRF4sK1ElQJdPEJhDSJF54QGJMdJtWV5Xj3qTWEifYN7Bgwiu/hB/Fv8FtA9oHD1zJ0vE5955rHSdVrixG0a8gvHb9xs1ba7fp+p279+73Nh4c2rI2EkayzEtznAgLudIwQoU5HFcGRJHkcJScvlnoR5/BWFXqj9hUMClEplWqpEBPTXs/300dRzhDU7ivYMrnpYa2HTSDs81nuMleU55DitxRnkCmtBPGiKZ1UrY0Yk/Zn1GVsvbvxapMryy8AUPGOY3/p5dr+MSQctCzbg/lRmVzHE57/WgYLYtdBXEH+qSr/elG0OOzUtYFaJS5sHYcRxVOvC0qmYM3ri1UQp6KDMYealGAnbhlni174pkZS0vjj0a2ZM9POFFY2xSJ7ywEzu1lbUH+SxvXmO5OnNJVjaDlalFa5wxLtvgcNlMGJOaNB0Ia5d/K5FwYIdF/IfX5fJFlUQifDz9IktbxxYokcQdte1E9Oa+eeJVSn2F8ObGr4HBrGL8Ybn/Y7u9tdWmukUfkMRmQmOyQPfKW7JMRkcF6EAcvg1fh+7AOv4XfV61h0M08JBcq/PEbZArdlA==</latexit>

Lzero-one(y(x), t) =

⇢
0 if sign(y(x)) = t
1 if sign(y(x)) 6= t

Learning: Using labeled training examples,

               find the optimal weight vector that  
               minimises the loss 
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Linearly separable data (2 classes):


A Least Squares formulation

“Extension” trick:
<latexit sha1_base64="9VMp8H5jH1aVsO+mnAo+l6s1AaY=">AAACS3icbVDNThsxGPSmpaVbaEN67MUqqhQEinZRVbggReLSI0UNIOIQ2d4vYMX2rmwvUWTtA/TEo3CFK/c+QJ+j4oJ6qDfhwE9HsjSamU/f52GFFNYlye+o8eLlwqvXi2/it0vL7943V1oHNi8Nhx7PZW6OGLUghYaeE07CUWGAKibhkI13a//wHIwVuf7hpgUMFD3VYiQ4dUEaNleJEzIDP6nwDm5PhskGnqxhIjQm+4ydeL2eViGVdJIZ8HOS3pPVbou0b28uyN5wJWqSLOelAu24pNb206RwA0+NE1xCFZPSQkH5mJ5CP1BNFdiBn/2mwp+DkuFRbsLTDs/UhxOeKmunioWkou7MPvVq8X9ev3Sj7YEXuigdaD5fNColdjmuq8GZMMCdnAZCuRHhVszPqKHchQJjomHCc6WoznzdTeVJvYIxv19Vj93jh+5xcOM4dJg+bew5OdjspF87X76HMjfRHIvoI/qE2ihFW6iLvqE91EMc/USX6ApdR7+iP9Fd9HcebUT3Mx/QIzQW/gEya7SZ</latexit>

w̃ = (w0, w) 2 Rn+1
<latexit sha1_base64="E4bPHs5JS92T2cPRNDI0eFEjS4Q=">AAACSXicbZDPThsxEMa9obR0S9uEHnsxRZWCqKLdqGq5VELiwpFGJCDiNLK9E7CwvSvbW4isPffIk/RK7732CfoYPSAhTngTDvzpSJY+fd+MZvxjhRTWJcnfqLHwZPHps6Xn8Yvll69eN1srA5uXhkOf5zI3B4xakEJD3wkn4aAwQBWTsM9Otut8/zsYK3K956YFjBQ90mIiOHXBGjdXiRMyA39W4S+4nX7AZ+uYCI1Jj7FvXm+k1bi5lnSSWeHHIr0Va1srpH35+5zsjltRk2Q5LxVoxyW1dpgmhRt5apzgEqqYlBYKyk/oEQyD1FSBHfnZXyr8PjgZnuQmPO3wzL074amydqpY6FTUHduHWW3+LxuWbrI58kIXpQPN54smpcQuxzUYnAkD3MlpEJQbEW7F/Jgayl3AFxMNpzxXiurM12wqT+oVjPleVd1PD++mhyGN48AwfUjssRh0O+mnzsevAWYXzWsJvUXvUBul6DPaQjtoF/URRz/QT3SBfkV/on/RVXQ9b21EtzNv0L1qLNwAWZezsg==</latexit>

x̃ = (1, x) 2 Rn+1
<latexit sha1_base64="lreIBugNStQDvCt7Gb56nltkOxg=">AAACRHicbZDLSgMxFIYz3h1vVZe6CIpQN2VGRN0IBTcuVayKnVqSzKkGk8yQZLRlmI0v4Gu41Udw4Tv4Du7ErZi2Ct4OBH7+7xzOyU9TwY0NgmdvYHBoeGR0bNyfmJyaninNzh2ZJNMMaiwRiT6hxIDgCmqWWwEnqQYiqYBjernT5cdXoA1P1KHtpNCQ5FzxFmfEOqtZWuyU26t4G0eWixjy6+Ls8Eu3i2ZpOagEvcJ/RfgplqtzUfnt8Tbaa856pShOWCZBWSaIMfUwSG0jJ9pyJqDwo8xAStglOYe6k4pIMI28940Crzgnxq1Eu6cs7rnfJ3IijelI6jolsRfmN+ua/7F6ZltbjZyrNLOgWH9RKxPYJribCY65BmZFxwnCNHe3YnZBNGHWJedHCq5ZIiVRcR4dUFrkUXcFpflBUfykp9/pqaO+7zIMfyf2VxytVcKNyvq+C3MN9WsMLaAlVEYh2kRVtIv2UA0xdIPu0D168J68F+/Ve+u3DnifM/PoR3nvH9IbtCU=</latexit>

y(x) = w̃T x̃

Loss: forget the binary nature of the prediction  
         and use squared error

<latexit sha1_base64="JrM5KyQQp+dJvd74Qj+lpvGIGm8=">AAACbnicbZBdaxNBFIYn61ddv1IFb0QcDMIGNOyG0nojFATxwotaTFuajWFm9iQdOjO7zpzVhmH/kb/GO9Ef4U9wNgnSDw8MvLzPOZwzL6+UdJimPzvRtes3bt7auB3fuXvv/oPu5sMDV9ZWwEiUqrRHnDlQ0sAIJSo4qiwwzRUc8tO3LT/8CtbJ0nzCRQUTzeZGzqRgGKxp992Hqc8RztBq777UzELRNMkiOeu/xD59E+dczlXyr0POzYr26SuKtKW2/3kYT7u9dJAui14V2Vr0yLr2ppudbl6UotZgUCjm3DhLK5x4ZlEKBU2c1w4qJk7ZHMZBGqbBTfzyww19EZyCzkobnkG6dM9PeKadW2geOjXDE3eZteb/2LjG2euJl6aqEYxYLZrVimJJ2/RoIS0IVIsgmLAy3ErFCbNMYMg4zg18E6XWzBQ+3+e88Xm7gnO/3zQX6fF5ehxo3GaYXU7sqjgYDrLtwdbHrd7ucJ3mBnlCnpOEZGSH7JL3ZI+MiCDfyQ/yi/zu/IkeR0+jZ6vWqLOeeUQuVJT8BcAgvFk=</latexit>

Lsquared(y(x), t) =
�
sign(y(x))� t

�2
<latexit sha1_base64="0jNqF3fSXbXikIYh5M5C3j3UHG4=">AAACX3icbVBNbxMxEHW2QMsC7bY9IS4WEVIiQbQbVZQLUqVeOHAoFWmrZkNkeyepVdu72LPQyNqfwq/hCj+AI/8Eb5pDP3iSpTfvzWjGj1dKOkzTP51o7cHDR+sbj+MnT59tbiXbOyeurK2AkShVac84c6CkgRFKVHBWWWCaKzjll4etf/oNrJOl+YyLCiaazY2cScEwSNNk/+PU5whXaLV3X2tmoWia3qJ31X+Nffo+zrmcq2VN31CkbWn7X4bxNOmmg3QJep9kK9IlKxxNtztJXpSi1mBQKObcOEsrnHhmUQoFTZzXDiomLtkcxoEapsFN/PKHDX0VlILOShueQbpUb054pp1baB46NcMLd9drxf954xpn7yZemqpGMOJ60axWFEvaxkULaUGgWgTChJXhVioumGUCQ6hxbuC7KLVmpvD5MeeNz9sVnPvjprntnt90z4MbtxlmdxO7T06Gg+ztYO/TXvdguEpzg7wgL0mPZGSfHJAP5IiMiCA/yE/yi/zu/I3Wo80ouW6NOquZXXIL0fN/oVC1yQ==</latexit>

Lsquared(y(x), t) =
�
y(x)� t

�2
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Linearly separable data (2 classes):


A Least Squares formulation

“Extension” trick:
<latexit sha1_base64="9VMp8H5jH1aVsO+mnAo+l6s1AaY=">AAACS3icbVDNThsxGPSmpaVbaEN67MUqqhQEinZRVbggReLSI0UNIOIQ2d4vYMX2rmwvUWTtA/TEo3CFK/c+QJ+j4oJ6qDfhwE9HsjSamU/f52GFFNYlye+o8eLlwqvXi2/it0vL7943V1oHNi8Nhx7PZW6OGLUghYaeE07CUWGAKibhkI13a//wHIwVuf7hpgUMFD3VYiQ4dUEaNleJEzIDP6nwDm5PhskGnqxhIjQm+4ydeL2eViGVdJIZ8HOS3pPVbou0b28uyN5wJWqSLOelAu24pNb206RwA0+NE1xCFZPSQkH5mJ5CP1BNFdiBn/2mwp+DkuFRbsLTDs/UhxOeKmunioWkou7MPvVq8X9ev3Sj7YEXuigdaD5fNColdjmuq8GZMMCdnAZCuRHhVszPqKHchQJjomHCc6WoznzdTeVJvYIxv19Vj93jh+5xcOM4dJg+bew5OdjspF87X76HMjfRHIvoI/qE2ihFW6iLvqE91EMc/USX6ApdR7+iP9Fd9HcebUT3Mx/QIzQW/gEya7SZ</latexit>

w̃ = (w0, w) 2 Rn+1
<latexit sha1_base64="E4bPHs5JS92T2cPRNDI0eFEjS4Q=">AAACSXicbZDPThsxEMa9obR0S9uEHnsxRZWCqKLdqGq5VELiwpFGJCDiNLK9E7CwvSvbW4isPffIk/RK7732CfoYPSAhTngTDvzpSJY+fd+MZvxjhRTWJcnfqLHwZPHps6Xn8Yvll69eN1srA5uXhkOf5zI3B4xakEJD3wkn4aAwQBWTsM9Otut8/zsYK3K956YFjBQ90mIiOHXBGjdXiRMyA39W4S+4nX7AZ+uYCI1Jj7FvXm+k1bi5lnSSWeHHIr0Va1srpH35+5zsjltRk2Q5LxVoxyW1dpgmhRt5apzgEqqYlBYKyk/oEQyD1FSBHfnZXyr8PjgZnuQmPO3wzL074amydqpY6FTUHduHWW3+LxuWbrI58kIXpQPN54smpcQuxzUYnAkD3MlpEJQbEW7F/Jgayl3AFxMNpzxXiurM12wqT+oVjPleVd1PD++mhyGN48AwfUjssRh0O+mnzsevAWYXzWsJvUXvUBul6DPaQjtoF/URRz/QT3SBfkV/on/RVXQ9b21EtzNv0L1qLNwAWZezsg==</latexit>

x̃ = (1, x) 2 Rn+1
<latexit sha1_base64="lreIBugNStQDvCt7Gb56nltkOxg=">AAACRHicbZDLSgMxFIYz3h1vVZe6CIpQN2VGRN0IBTcuVayKnVqSzKkGk8yQZLRlmI0v4Gu41Udw4Tv4Du7ErZi2Ct4OBH7+7xzOyU9TwY0NgmdvYHBoeGR0bNyfmJyaninNzh2ZJNMMaiwRiT6hxIDgCmqWWwEnqQYiqYBjernT5cdXoA1P1KHtpNCQ5FzxFmfEOqtZWuyU26t4G0eWixjy6+Ls8Eu3i2ZpOagEvcJ/RfgplqtzUfnt8Tbaa856pShOWCZBWSaIMfUwSG0jJ9pyJqDwo8xAStglOYe6k4pIMI28940Crzgnxq1Eu6cs7rnfJ3IijelI6jolsRfmN+ua/7F6ZltbjZyrNLOgWH9RKxPYJribCY65BmZFxwnCNHe3YnZBNGHWJedHCq5ZIiVRcR4dUFrkUXcFpflBUfykp9/pqaO+7zIMfyf2VxytVcKNyvq+C3MN9WsMLaAlVEYh2kRVtIv2UA0xdIPu0D168J68F+/Ve+u3DnifM/PoR3nvH9IbtCU=</latexit>

y(x) = w̃T x̃

m training samples data matrix
<latexit sha1_base64="C6kYzv5L4+y4dRacCUkVyOrw7lo=">AAACZ3icbZDLahRBFIZrOl5ie8kkggjZlAYhLhy6g5hsggE3LlwkIZOETE+aquozSZGq6qbqtMlQ1OO48THcutWFj+AbuLRmJkIuHij4+b9zOKd+3ijpMMt+dZK5O3fv3Z9/kD589PjJQndxad/VrRXQF7Wq7SFnDpQ00EeJCg4bC0xzBQf87MOEH3wG62Rt9nDcwFCzEyNHUjCMVtl9/6ksEC7Qao+WSRPoJi1cq0svN/NwrOnquJT0DS1Qqgr8eTje+6cvQilfl92VrJdNi94W+aVY2VqnX6tvfza2y8VOt6hq0WowKBRzbpBnDQ49syiFgpAWrYOGiTN2AoMoDdPghn7600BfRaeio9rGZ5BO3asTnmnnxprHTs3w1N1kE/N/bNDiaGPopWlaBCNmi0atoljTSWy0khYEqnEUTFgZb6XilFkmMIabFgbORa01M5UvdjkPvpis4NzvhnCdHl2lR5Gmacwwv5nYbbG/1svf9d7uxDDXyKzmyTJ5SVZJTtbJFvlItkmfCPKFfCc/yM/O72QheZY8n7UmncuZp+RaJS/+AhzBvrY=</latexit>

Ltrain =
mX

i=1

(yi � w̃T x̃i)

<latexit sha1_base64="n5zH1chT6b38JK5mqDuNdlhRzJg=">AAACTHicbZDNSiQxFIVTreNPzei0unQT7BlQhKZKBsedghuXKrY2dvU0SeqWhk5SRZIaaUK9gE/jVh9i9vMI7t2JYKrbhX8HAofz3XCTQwvBjY2i/0FjavrLzOzcfPj128Li9+bS8qnJS82gw3KR6y4lBgRX0LHcCugWGoikAs7ocL/mZ39BG56rEzsqoC/JheIZZ8T6aND8kVguUnDdCidc4eSY0j9uXW3GG9gTCQbLKhw0W1E7Ggt/NPGLae3eZ2MdDpaCZpLmrJSgLBPEmF4cFbbviLacCajCpDRQEDYkF9DzVhG/qe/G36nwT5+kOMu1P8ricfr6hiPSmJGkflISe2neszr8jPVKm+30HVdFaUGxyaKsFNjmuO4Gp1wDs2LkDWGa+7didkk0YdY3GCYKrlguJVGpq3uqXFKvoNQdV9Vbev6annsa1h3G7xv7aE632vF2+9dR1NrbQhPNoVW0htZRjH6jPXSADlEHMXSNbtAtugv+BQ/BY/A0GW0EL3dW0Bs1Zp4BA+e1hw==</latexit>

X̃ 2 R(n+1)⇥m

<latexit sha1_base64="Q05f0cLdVhWmSmbtnJgb6Cru7ac=">AAACXXicbZDPThRBEMZ7R1EcERc9cODSkZh4cZ3ZKHAxIfHiwQMSFjbsDJPunlro0N0z6a4BN81cfQlvJj6IV30CT7yKvbuY8MdKOvny/apS1R+vlXSYJH860b37Cw8eLj6KHy89WX7aXXm276rGChiISlV2yJkDJQ0MUKKCYW2Baa7ggJ9+mPKDM7BOVmYPJzXkmh0bOZaCYbCK7rtPRYbwBa32aJk0LX1PswuaoVQl+GF7tPdPn7f0NZ1kF0X/qF9015NeMit6V6RXYn179Uf+3X59s1OsdLpZWYlGg0GhmHOjNKkx98yiFAraOGsc1EycsmMYBWmYBpf72f9a+jI4JR1XNjyDdOZen/BMOzfRPHRqhifuNpua/2OjBsdbuZembhCMmC8aN4piRadh0VJaEKgmQTBhZbiVihNmmcAQaZwZOBeV1syUPtvlvPXZdAXnfrdtb9LD6/Qw0DgOGaa3E7sr9vu9dKP39nMIs0/mtUjWyAvyiqRkk2yTj2SHDIgg38hP8ov87lxGC9FStDxvjTpXM8/JjYpW/wJWUroD</latexit>

Ltrain = kX̃T w̃ � yk22



From regression to classification

12

Linearly separable data (2 classes):


A Least Squares formulation

“Extension” trick:
<latexit sha1_base64="9VMp8H5jH1aVsO+mnAo+l6s1AaY=">AAACS3icbVDNThsxGPSmpaVbaEN67MUqqhQEinZRVbggReLSI0UNIOIQ2d4vYMX2rmwvUWTtA/TEo3CFK/c+QJ+j4oJ6qDfhwE9HsjSamU/f52GFFNYlye+o8eLlwqvXi2/it0vL7943V1oHNi8Nhx7PZW6OGLUghYaeE07CUWGAKibhkI13a//wHIwVuf7hpgUMFD3VYiQ4dUEaNleJEzIDP6nwDm5PhskGnqxhIjQm+4ydeL2eViGVdJIZ8HOS3pPVbou0b28uyN5wJWqSLOelAu24pNb206RwA0+NE1xCFZPSQkH5mJ5CP1BNFdiBn/2mwp+DkuFRbsLTDs/UhxOeKmunioWkou7MPvVq8X9ev3Sj7YEXuigdaD5fNColdjmuq8GZMMCdnAZCuRHhVszPqKHchQJjomHCc6WoznzdTeVJvYIxv19Vj93jh+5xcOM4dJg+bew5OdjspF87X76HMjfRHIvoI/qE2ihFW6iLvqE91EMc/USX6ApdR7+iP9Fd9HcebUT3Mx/QIzQW/gEya7SZ</latexit>

w̃ = (w0, w) 2 Rn+1
<latexit sha1_base64="E4bPHs5JS92T2cPRNDI0eFEjS4Q=">AAACSXicbZDPThsxEMa9obR0S9uEHnsxRZWCqKLdqGq5VELiwpFGJCDiNLK9E7CwvSvbW4isPffIk/RK7732CfoYPSAhTngTDvzpSJY+fd+MZvxjhRTWJcnfqLHwZPHps6Xn8Yvll69eN1srA5uXhkOf5zI3B4xakEJD3wkn4aAwQBWTsM9Otut8/zsYK3K956YFjBQ90mIiOHXBGjdXiRMyA39W4S+4nX7AZ+uYCI1Jj7FvXm+k1bi5lnSSWeHHIr0Va1srpH35+5zsjltRk2Q5LxVoxyW1dpgmhRt5apzgEqqYlBYKyk/oEQyD1FSBHfnZXyr8PjgZnuQmPO3wzL074amydqpY6FTUHduHWW3+LxuWbrI58kIXpQPN54smpcQuxzUYnAkD3MlpEJQbEW7F/Jgayl3AFxMNpzxXiurM12wqT+oVjPleVd1PD++mhyGN48AwfUjssRh0O+mnzsevAWYXzWsJvUXvUBul6DPaQjtoF/URRz/QT3SBfkV/on/RVXQ9b21EtzNv0L1qLNwAWZezsg==</latexit>

x̃ = (1, x) 2 Rn+1
<latexit sha1_base64="lreIBugNStQDvCt7Gb56nltkOxg=">AAACRHicbZDLSgMxFIYz3h1vVZe6CIpQN2VGRN0IBTcuVayKnVqSzKkGk8yQZLRlmI0v4Gu41Udw4Tv4Du7ErZi2Ct4OBH7+7xzOyU9TwY0NgmdvYHBoeGR0bNyfmJyaninNzh2ZJNMMaiwRiT6hxIDgCmqWWwEnqQYiqYBjernT5cdXoA1P1KHtpNCQ5FzxFmfEOqtZWuyU26t4G0eWixjy6+Ls8Eu3i2ZpOagEvcJ/RfgplqtzUfnt8Tbaa856pShOWCZBWSaIMfUwSG0jJ9pyJqDwo8xAStglOYe6k4pIMI28940Crzgnxq1Eu6cs7rnfJ3IijelI6jolsRfmN+ua/7F6ZltbjZyrNLOgWH9RKxPYJribCY65BmZFxwnCNHe3YnZBNGHWJedHCq5ZIiVRcR4dUFrkUXcFpflBUfykp9/pqaO+7zIMfyf2VxytVcKNyvq+C3MN9WsMLaAlVEYh2kRVtIv2UA0xdIPu0D168J68F+/Ve+u3DnifM/PoR3nvH9IbtCU=</latexit>

y(x) = w̃T x̃

m training samples data matrix
<latexit sha1_base64="C6kYzv5L4+y4dRacCUkVyOrw7lo=">AAACZ3icbZDLahRBFIZrOl5ie8kkggjZlAYhLhy6g5hsggE3LlwkIZOETE+aquozSZGq6qbqtMlQ1OO48THcutWFj+AbuLRmJkIuHij4+b9zOKd+3ijpMMt+dZK5O3fv3Z9/kD589PjJQndxad/VrRXQF7Wq7SFnDpQ00EeJCg4bC0xzBQf87MOEH3wG62Rt9nDcwFCzEyNHUjCMVtl9/6ksEC7Qao+WSRPoJi1cq0svN/NwrOnquJT0DS1Qqgr8eTje+6cvQilfl92VrJdNi94W+aVY2VqnX6tvfza2y8VOt6hq0WowKBRzbpBnDQ49syiFgpAWrYOGiTN2AoMoDdPghn7600BfRaeio9rGZ5BO3asTnmnnxprHTs3w1N1kE/N/bNDiaGPopWlaBCNmi0atoljTSWy0khYEqnEUTFgZb6XilFkmMIabFgbORa01M5UvdjkPvpis4NzvhnCdHl2lR5Gmacwwv5nYbbG/1svf9d7uxDDXyKzmyTJ5SVZJTtbJFvlItkmfCPKFfCc/yM/O72QheZY8n7UmncuZp+RaJS/+AhzBvrY=</latexit>

Ltrain =
mX

i=1

(yi � w̃T x̃i)

<latexit sha1_base64="n5zH1chT6b38JK5mqDuNdlhRzJg=">AAACTHicbZDNSiQxFIVTreNPzei0unQT7BlQhKZKBsedghuXKrY2dvU0SeqWhk5SRZIaaUK9gE/jVh9i9vMI7t2JYKrbhX8HAofz3XCTQwvBjY2i/0FjavrLzOzcfPj128Li9+bS8qnJS82gw3KR6y4lBgRX0LHcCugWGoikAs7ocL/mZ39BG56rEzsqoC/JheIZZ8T6aND8kVguUnDdCidc4eSY0j9uXW3GG9gTCQbLKhw0W1E7Ggt/NPGLae3eZ2MdDpaCZpLmrJSgLBPEmF4cFbbviLacCajCpDRQEDYkF9DzVhG/qe/G36nwT5+kOMu1P8ricfr6hiPSmJGkflISe2neszr8jPVKm+30HVdFaUGxyaKsFNjmuO4Gp1wDs2LkDWGa+7didkk0YdY3GCYKrlguJVGpq3uqXFKvoNQdV9Vbev6annsa1h3G7xv7aE632vF2+9dR1NrbQhPNoVW0htZRjH6jPXSADlEHMXSNbtAtugv+BQ/BY/A0GW0EL3dW0Bs1Zp4BA+e1hw==</latexit>

X̃ 2 R(n+1)⇥m

<latexit sha1_base64="Q05f0cLdVhWmSmbtnJgb6Cru7ac=">AAACXXicbZDPThRBEMZ7R1EcERc9cODSkZh4cZ3ZKHAxIfHiwQMSFjbsDJPunlro0N0z6a4BN81cfQlvJj6IV30CT7yKvbuY8MdKOvny/apS1R+vlXSYJH860b37Cw8eLj6KHy89WX7aXXm276rGChiISlV2yJkDJQ0MUKKCYW2Baa7ggJ9+mPKDM7BOVmYPJzXkmh0bOZaCYbCK7rtPRYbwBa32aJk0LX1PswuaoVQl+GF7tPdPn7f0NZ1kF0X/qF9015NeMit6V6RXYn179Uf+3X59s1OsdLpZWYlGg0GhmHOjNKkx98yiFAraOGsc1EycsmMYBWmYBpf72f9a+jI4JR1XNjyDdOZen/BMOzfRPHRqhifuNpua/2OjBsdbuZembhCMmC8aN4piRadh0VJaEKgmQTBhZbiVihNmmcAQaZwZOBeV1syUPtvlvPXZdAXnfrdtb9LD6/Qw0DgOGaa3E7sr9vu9dKP39nMIs0/mtUjWyAvyiqRkk2yTj2SHDIgg38hP8ov87lxGC9FStDxvjTpXM8/JjYpW/wJWUroD</latexit>

Ltrain = kX̃T w̃ � yk22



System Identification
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Basic problem: you observe the input  and the corresponding output  
                    of an unknown linear system H. Our goal is to identify a good  
                    model for the system’s action: y(t) = H u(t), where H is linear

u(t) y(t)

H
u(t) y(t)

Example: moving average model
<latexit sha1_base64="2Mwi0Cwm9IBPBA+dYN2kr+x7a48=">AAACi3icbZFdaxQxFIaz41cdrd3WS2+CRdhiXWaqqIiFQhG8rMVtSzfLksmc7YbmY0jOWJdhfkP/k3f+hP6KXhX0zsxsxX544MCT9z2HhDdZoaTHJDnrRHfu3rv/YOFh/Ojx4pOl7vLKnrelEzAQVll3kHEPShoYoEQFB4UDrjMF+9nxduPvfwPnpTVfcVbASPMjIydScAzSuCtmPVyjm3Q6TmjZ4MuAaYOv0ubAVG7Rt6ppVbO2ThnCd3S6oidTcEDrOGyv/x1tBpkMrTlOs6zarcfd1aSftEVvQ3oJq1srrHfx45TtjJc7XZZbUWowKBT3fpgmBY4q7lAKBXXMSg8FF8f8CIYBDdfgR1WbRk1fBCWnE+tCG6StenWj4tr7mc7CZPNEf9NrxP95wxIn70eVNEWJYMT8okmpKFraREtz6UCgmgXgwsnwViqm3HGB4QNiZuBEWK25ySu2m2V19S+h+rp7eNU9DG4chwzTm4ndhr2Nfvq2/+ZLCHODzGuBPCPPSY+k5B3ZIp/JDhkQQX6Sc/KL/I4Wo9fRh+jjfDTqXO48Jdcq+vQHFjTGlw==</latexit>

y(t) = h0u(t) + h1u(t� 1) + . . .+ hnu(t� n), where h0, . . . hn 2 R



System Identification
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H
u(t) y(t)

<latexit sha1_base64="2Mwi0Cwm9IBPBA+dYN2kr+x7a48=">AAACi3icbZFdaxQxFIaz41cdrd3WS2+CRdhiXWaqqIiFQhG8rMVtSzfLksmc7YbmY0jOWJdhfkP/k3f+hP6KXhX0zsxsxX544MCT9z2HhDdZoaTHJDnrRHfu3rv/YOFh/Ojx4pOl7vLKnrelEzAQVll3kHEPShoYoEQFB4UDrjMF+9nxduPvfwPnpTVfcVbASPMjIydScAzSuCtmPVyjm3Q6TmjZ4MuAaYOv0ubAVG7Rt6ppVbO2ThnCd3S6oidTcEDrOGyv/x1tBpkMrTlOs6zarcfd1aSftEVvQ3oJq1srrHfx45TtjJc7XZZbUWowKBT3fpgmBY4q7lAKBXXMSg8FF8f8CIYBDdfgR1WbRk1fBCWnE+tCG6StenWj4tr7mc7CZPNEf9NrxP95wxIn70eVNEWJYMT8okmpKFraREtz6UCgmgXgwsnwViqm3HGB4QNiZuBEWK25ySu2m2V19S+h+rp7eNU9DG4chwzTm4ndhr2Nfvq2/+ZLCHODzGuBPCPPSY+k5B3ZIp/JDhkQQX6Sc/KL/I4Wo9fRh+jjfDTqXO48Jdcq+vQHFjTGlw==</latexit>

y(t) = h0u(t) + h1u(t� 1) + . . .+ hnu(t� n), where h0, . . . hn 2 R

Matrix form:
<latexit sha1_base64="WUBUXrW+krE4uy0NwEFhAb8xPZ4=">AAADRnicbVJNa9wwEJWdtE3dr01LTyUgGloSQhc7lLSXQqCXHpOQTUJWi5Fk7VpEko0kJ12Mb/01vbbXXEv/Qv9Eb6HXyN5NiL0dEHrMm/dmPBbJBTc2DP94/tLyvfsPVh4Gjx4/efqst/r8yGSFpmxAM5HpE4INE1yxgeVWsJNcMyyJYMfk7HPNH58zbXimDu00ZyOJJ4qPOcXWpeJVbw0RNuGqzCW2mn+tYDDdUJsQofreihqEzpPMmpuc3AwQU8mtIvgUdDyCorZ4C931LqoBEo1BnQkbx2Lm3ZR0ClotHXMDbuFcLufyLbnQY2HC7nxpHNY2aRy1Py+NVVsZ99bDftgEXATRHKzvvry63O//utxzC+2hJKOFZMpSgY0ZRmFuRyXWllPB3CiFYTmmZ3jChg4qLJkZlc2PrOAbl0ngONPuKAub7F1FiaUxU0lcpRswNV2uTv6PGxZ2/HFUcpUXlik6azQuBLQZrF8FTLhm1IqpA5hq7maFNMUaU+veToAUu6CZlNhtBh0QUpWobkFIeVBVbfb0Lnvq2CBwO4y6G1sER9v9aKf/ft8tcxvMYgW8Aq/BBojAB7ALvoA9MADU++Z99354P/3f/l//yv83K/W9ueYFaMUSuAYC/QNV</latexit>0

BBB@

y(n)
y(n+ 1)

...
y(n+m)

1

CCCA
=

0

BBB@

u(n) u(n� 1) . . . u(0)
u(n+ 1) u(n) . . . u(1)

...
...

...
u(n+m) u(n+m� 1) . . . u(m)

1

CCCA

0

BBB@

h0

h1
...
hn

1

CCCA
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H
u(t) y(t)

Example:



Prediction / Forecasting / 
Modelling 
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Goal: given n past observations x of a time series, predict the next sample

Example: the autoregressive AR(n) model

<latexit sha1_base64="3h/uKPHB4XhQoO4L8dKgdnAeQH4=">AAACa3icbVDLahRBFK1pX7F9TZKduigMgQnBoXsQ40YIZOMqxOAkIdNDU1V9J1OkHk3V7ejQ9Df4Hf6GP+DWfIRL91b3ZJGHFwrO417urcNLJT0myWUvunf/wcNHK4/jJ0+fPX/RX1078rZyAsbCKutOOPOgpIExSlRwUjpgmis45ud7rX98Ac5La77gooSpZmdGzqRgGKS8v/dtsL9FP1JBt+k8T2mgb9Otjow6MmpJpgqLnm7H89x0qunUAhSyfD/vbyTDpCt6F6RXYGN3LRv8/fk9O8hXe/2ssKLSYFAo5v0kTUqc1syhFAqaOKs8lEycszOYBGiYBj+tu982dDMoBZ1ZF55B2qnXJ2qmvV9oHjo1w7m/7bXi/7xJhbMP01qaskIwYrloVimKlrbR0UI6EKgWATDhZLiVijlzTGAIOM4MfBVWa2aKOjvkvKmzdgXn9WHT3HRPr7unwY3jkGF6O7G74Gg0TN8P330OYY7IslbIK/KGDEhKdsgu+UQOyJgI8oP8Ir/JZe9PtB69jF4vW6Pe1cw6uVHR5j/JpbkT</latexit>

x(N) = c+ h1x(N � 1) + h2x(N � 2) + . . .+ hnx(N � n) + �N

Example:



Note: Model order selection

17

The larger the order of the model, the lower the error on the data used for training  

Think of linear regression with polynomials

BUT prediction/modeling power on unseen data becomes worse

Solution: Cross-Validation - evaluate performance of model order 

             on data not used for training



Streaming Measurements and 
Recursive Least Squares
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If we view the Least Squares in row form:
<latexit sha1_base64="yb+Q70jsiwolRwWaLbaEfVIxcNg=">AAAGlXicnZTPb9MwFMc9YGWEXxscOHCxqCZtaFRNhdgulQZjiNNWxn5JdVc5rpN5i51gO2MlzT/Ef8CV/4ITV/gPOOJkRTR1epmlRE9ff97ze88/vDhkSjebP+Zu3Lw1X7u9cMe5e+/+g4eLS48OVZRIQg9IFEby2MOKhkzQA810SI9jSTH3QnrknW/l80cXVCoWiX09jGmP40AwnxGsjdRf/Ig0vdSSp5wJxtkXCjPooDcsCFHqoNFrePkCDtGo3zppwbaDVML7KWu72Ql3VnCfnezDS2iIPls9aRV+EmX9xXqz0SwGtA13bNQ31+HXwfc/G53+0vxzNIhIwqnQJMRKdd1mrHsplpqRkGYOShSNMTnHAe0aU2BOVS8tqs/gslEG0I+k+YSGhTrpkWKu1JB7huRYn6rpuVysmusm2t/opUzEiaaCXC3kJyHUEcxbCQdMUqLDoTEwkczkCskplpho03DHWYbtawzjthtTiXUk1RoUkeRrkGrSuHY4JOhnEnGOxSBFkvr0U9Z1e+lKbqd1N1s1G+6UoC3Py1JEhUokzbuSovzveelWluWnY5Ldm8Xu2ezOLHbHsGV0exa6baGdWWgnRx1T5iQdmvLLtFFUiIXO45bZwGKD/2w5CUXirNvqTUf2NTJ4EFJYd9dgvQWRZMGpRrIQpyvBg7OImeClKCkyEpUEh1blTFwUW1la1DfnL3WzfGetLPPTZHsUaY5MhuPkRlZenqr2yp3GJY2sxTi2nYo75o9zm+r2BSW2g8f/wZOouW/BdJckh4Vsbw3V1YmYllZ2aRDxquBGtY6ejM4q0I4FKhaICrCQLTbGohI2eg6b19Wdfktt47DVcF81Xn4wz2wLXI0F8BQ8AyvABetgE7wHHXAACPgGfoJf4HftSa1de1t7d4XemBv7PAalUdv9C/zbUcQ=</latexit>

minimize
n
kAx� yk22 =

mX

i=1

(aTi x� yi)
2
o

m linear observations of the unknown x

Each row performs a measurement 

Find the x that best explains the measurements 

aT
i x ≃ yi

And the solution is written (in terms of rows) as:
<latexit sha1_base64="3XwZt2wDJBGkq7+bXlPRaQSBtm4=">AAAGhHicnZRbb9MwFMe9wcoIl23wyItFNWlDpWrKZXsZmjZN4mmUaTep6SrHcTJvsRNsZ1Bl+T6Ij8EH4BX4Jjxip0UsdfoyS4mO/v6d43OOL34aU6k6nd9z83fuLjTuLd53Hjx89HhpeeXJsUwygckRTuJEnPpIkphycqSoislpKghifkxO/MtdM39yRYSkCT9Uo5QMGIo4DSlGSkvD5Z0vcAt6OzSK1xxPZmyY0y23OGMQDan5zg4dMyvWz/KXblFFRmNkuNzstDvlgLbhTozm9gb8Fnz/s9kbriy88IIEZ4xwhWMkZd/tpGqQI6EojoleJZMkRfgSRaSvTY4YkYO8LLaAq1oJYJgI/XEFS/WmR46YlCPma5IhdS6n54xYN9fPVLg5yClPM0U4Hi8UZjFUCTSdgwEVBKt4pA2EBdW5QnyOBMJK99dxVuHWLYZ2+5ASgVQiZAvyRLAWJAq3bx3O4+QzThhDPMg9QULyqei7g3zN2HnTLdYL6DgVaNf3i9wjXGaCmK7knvn7fr5bFBqusAez2AOb3Z/F7mu2iu7NQvcstDcL7RnU0WXepGNdfpXWiowRVyZulY0sNvrPVpOQOC363cF05FB5Go9iAptuCza70BM0OleeKMXpSlBwkVAdvBIl97REBEaxVTnlV+VWVhYN9fnL3cLsrJWlOU22R5nmtc5wkty1lZcv672M06Ska2sxhmyn8o6Fk9ymun1FsO3gs3/wTVTft2i6S4LBUra3hqj6RHRLa7sUJKwuuFatoyeSixq0Z4GSRrwGLGWLTRGvhbVuYP26utNvqW0cd9vu2/brj/qZ7YLxWATPwHOwBlywAbbBe9ADRwCDr+AH+Al+NRqNVuNV480YnZ+b+DwFldF49xdutkt/</latexit>

x =
⇣ mX

i=1

aia
T
i

⌘�1 mX

i=1

yiai
sum of measurements vectors , 

weighted by observations 

ai

yi
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Now observations come in stream, so we keep adding information about x
<latexit sha1_base64="nU5MciMLiqm6IOjva7p6Hkwd1V4=">AAAGh3icnZTdbtMwFMe9wcoWvja45MaimtSh0TUV2nYzaTBN4mqUaV9S01WO42TeYifYzqDy8kLwFrwBl8CLcImTFrHU6c0sJTr6+3eOzzn+8NOYStXp/Jybv3d/ofFgccl5+Ojxk6fLK89OZJIJTI5xEifizEeSxJSTY0VVTM5SQRDzY3LqX+0V86fXREia8CM1SsmAoYjTkGKkjDRc3v/SYmtwB3rvaBS3HE9mbKjpjpufM4iGtPjOj5xiVqyd69duXkVGY2S43Oy0O+WAtuFOjObuFvwafP+z3RuuLLzyggRnjHCFYyRl3+2kaqCRUBTHxKySSZIifIUi0jcmR4zIgS7rzeGqUQIYJsJ8XMFSve2hEZNyxHxDMqQu5PRcIdbN9TMVbg805WmmCMfjhcIshiqBRfNgQAXBKh4ZA2FBTa4QXyCBsDItdpxVuHOHYdw+pEQglQi5Dnki2DokCrfvHM7j5DNOGEM80J4gIfmU992BbhW2brr5Wg4dpwLt+X6uPcJlJkjRFe0Vf9/Xe3lu4Ap7OIs9tNmDWeyBYavo/ix030J7s9BegTqmzNt0bMqv0kaRMeKqiFtlI4uN/rPVJCRO8353MB05VJ7Bo5jAprsOm13oCRpdKE+U4nQlKLhMqAleiaI9IxGBUWxVTvl1uZWVRUNz/rSbFztrZVmcJtujTPPGZDhJ7sbKy5f1XoXTpKQbazGGbKfyjoWT3Ka6fU2w7eCzf/Bt1Ny3aLpLgsFStreGqPpETEtruxQkrC64Ua2jJ5LLGrRngZJGvAYsZYtNEa+FjV7A5nV1p99S2zjptt3N9puP5pntgvFYBC/AS9ACLtgCu+A96IFjgME38AP8Ar8bS42NxmZje4zOz018noPKaLz9C3kKTFs=</latexit>

x(m) =
⇣ mX

i=1

aia
T
i

⌘�1 mX

i=1

yiai

Our goal is to recursively compute the solution as measurements come
<latexit sha1_base64="5vu05X8Zzq8vijitOaJfbkyeyBQ=">AAAGV3icnZTdbtMwFMe9QcsIX9sQV9xYVJM6NKqmQsDNpEnTJK5GmdiH1JTJcZ3UW+xktjuYvDwDz8AtvAVvsQfhGk6yIpY6vZmlJEd//87xOceOwyzh2nS7VwuLd+42mveW7nsPHj56/GR5ZfVApxNF2T5Nk1QdhUSzhEu2b7hJ2FGmGBFhwg7D0+1i/vCcKc1T+clcZGwoSCx5xCkxIB0vP/vaFut4E/fh89m+8nN8Btbxcqvb6ZYDu4Y/NVpbq0H7969vQf94pfEyGKV0Ipg0NCFaD/xuZoaWKMNpwnIvmGiWEXpKYjYAUxLB9NCW+ed4DZQRjlIFjzS4VG96WCK0vhAhkIKYsZ6dK8S6ucHERO+GlstsYpik1wtFkwSbFBfNwCOuGDXJBRiEKg65YjomilADLfO8Nbx5iwFuHzKmiEmV3sAyVWIDM0M7tw4XSPaFpkIQObKBYhE7ywf+0LYL27b8fD3HnleBtsMwtwGTeqJY0RUbFO8wtNt5DnCF3ZvH7rns7jx2F9gqujMP3XHQ/jy0X6AelHmTTqD8Kg2KTog0RdwqGzts/J+tJqFplg96w9nIkQkAjxOGW/4GbvVwoHg8NoEqxdlKyOgk5RC8EsUGIDFFSeJUzuV5uZWVRSM4f9bPi511sixOk+tRpnkJGU6Tu3TyCnW9V+E0LenSWUwQ16n8x6JpbjPdPmfUdQjFP/gmCv9bPNslJXApu1vDTH0i0NLaLo1SURccVOfoqfSkBu07oOaxrAFL2WEzImth0AsYbld/9i51jYNex3/Tef0Rrtkeuh5L6Dl6gdrIR2/RFnqP+mgfUWTRd/QD/WxcNf40m82la3RxYerzFFVGc+UvhjA7TA==</latexit>

x(m) = P (m)�1q(m)
<latexit sha1_base64="o5fGXsa8gKXGE+irLXaK4S6aoA4=">AAAGY3icnZTNbtQwEMddoEtJ+WgLBySEZFhV2tJqtVkh4FKpUlXEqSxVv6TNsnK8Tuo2doLtFFVpzjwNV3gGzpx648J7MEm3ollnL7WUZPT3b8YzY8d+EnFtOp2LmVu378w27s7dc+bvP3j4aGFxaV/HqaJsj8ZRrA59olnEJdsz3ETsMFGMCD9iB/7JZjF/cMqU5rHcNWcJGwgSSh5wSgxIw4UXvZZYdVfwOgZjBa9iMsxAyK++n3eHC81Ou1MObBvu2GhuPG39+XXx+31vuDj7yhvFNBVMGhoRrftuJzGDjCjDacRyx0s1Swg9ISHrgymJYHqQlbXkeBmUEQ5iBY80uFSve2REaH0mfCAFMUd6cq4Q6+b6qQneDTIuk9QwSS8XCtIImxgXjcEjrhg10RkYhCoOuWJ6RBShBtrnOMt4/QYD3D4mTBETK72GZazEGmaGtm8czpPsK42FIHKUeYoF7EvedwdZq7Czppuv5NhxKtCm7+eZx6ROFSu6knnF2/ezzTwHuMLuTGN3bHZ7GrsNbBXdmoZuWWhvGtorUAfKvE5HUH6VBkVHRJoibpUNLTb8z1aT0DTJ+93BZOTAeICHEcNNdw03u9hTPDwynirFyUrI6DjmELwSJfNAYoqSyKqcy9NyKyuLBnD+MjcvdtbKsjhNtkeZ5jlkOE7u3MrL1/VehdO4pHNrMUFsp/IfC8a5TXT7lFHbwRdX8HUU/rdwsktK4FK2t4aZ+kSgpbVdGsWiLjio1tFT8XEN2rNAzUNZA5ayxSZE1sKgFzDcru7kXWob+922+6b9+hNcs110OebQM/QStZCL3qIN9AH10B6i6Bv6jn6gn7N/G/ONpcaTS/TWzNjnMaqMxvN/aBU+2A==</latexit>

P (m+ 1) = P (m) + am+1a
T
m+1

<latexit sha1_base64="5UdMR8xtx5jL5Ivz8tOiPlMqmpo=">AAAGYXicnZTPb9MwFMe9wcoWfnXjuAMW1aQOpqqpEHCZNGmaxGmUif2QmqpyXCfzFjuZ7QxVWY6c+UO4wj/Af8GZv4E7L2kRS51eZinJ09ef9/zes2M/ibg23e6vpeV791caD1bXnIePHj952lzfONFxqig7pnEUqzOfaBZxyY4NNxE7SxQjwo/YqX+5X8yfXjOleSw/mUnChoKEkgecEgPSqPn8qi1eudt4F4OxjV/hySgDIcdk+h01W91OtxzYNtyZ0drb8Np/fn71+qP1lZfeOKapYNLQiGg9cLuJGWZEGU4jljteqllC6CUJ2QBMSQTTw6ysJMdboIxxECt4pMGletsjI0LrifCBFMSc6/m5QqybG6QmeDfMuExSwySdLhSkETYxLtqCx1wxaqIJGIQqDrliek4UoQaa5zhbePcOA9w+JEwREyu9g2WsxA5mhnbuHM6T7DONhSBynHmKBewqH7jDrF3YWcvNt3PsOBVo3/fzzGNSp4oVXcm84u372X6eA1xhjxaxRzZ7uIg9BLaKHixCDyy0vwjtF6gDZd6mIyi/SoOiIyJNEbfKhhYb/merSWia5IPecD5yYDzAw4jhlruDWz3sKR6eG0+V4nwlZHwRcwheiZJ5IDFFSWRVzuV1uZWVRQM4f5mbFztrZVmcJtujTPMGMpwld2Pl5et6r8JpVtKNtZggtlP5jwWz3Oa6fc2o7eCLf/BtFP63cL5LSuBStreGmfpEoKW1XRrHoi44qNbRU/FFDdq3QM1DWQOWssUmRNbCoBcw3K7u/F1qGye9jvum8/ojXLM9NB2raBO9QG3kordoD71HfXSMKPqCvqHv6MfK78Zao9nYmKLLSzOfZ6gyGpt/AWdaPck=</latexit>

q(m+ 1) = q(m) + ym+1am+1

Challenge: compute the inverse of this rank-1 update efficiently

Easy !
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<latexit sha1_base64="5vu05X8Zzq8vijitOaJfbkyeyBQ=">AAAGV3icnZTdbtMwFMe9QcsIX9sQV9xYVJM6NKqmQsDNpEnTJK5GmdiH1JTJcZ3UW+xktjuYvDwDz8AtvAVvsQfhGk6yIpY6vZmlJEd//87xOceOwyzh2nS7VwuLd+42mveW7nsPHj56/GR5ZfVApxNF2T5Nk1QdhUSzhEu2b7hJ2FGmGBFhwg7D0+1i/vCcKc1T+clcZGwoSCx5xCkxIB0vP/vaFut4E/fh89m+8nN8Btbxcqvb6ZYDu4Y/NVpbq0H7969vQf94pfEyGKV0Ipg0NCFaD/xuZoaWKMNpwnIvmGiWEXpKYjYAUxLB9NCW+ed4DZQRjlIFjzS4VG96WCK0vhAhkIKYsZ6dK8S6ucHERO+GlstsYpik1wtFkwSbFBfNwCOuGDXJBRiEKg65YjomilADLfO8Nbx5iwFuHzKmiEmV3sAyVWIDM0M7tw4XSPaFpkIQObKBYhE7ywf+0LYL27b8fD3HnleBtsMwtwGTeqJY0RUbFO8wtNt5DnCF3ZvH7rns7jx2F9gqujMP3XHQ/jy0X6AelHmTTqD8Kg2KTog0RdwqGzts/J+tJqFplg96w9nIkQkAjxOGW/4GbvVwoHg8NoEqxdlKyOgk5RC8EsUGIDFFSeJUzuV5uZWVRSM4f9bPi511sixOk+tRpnkJGU6Tu3TyCnW9V+E0LenSWUwQ16n8x6JpbjPdPmfUdQjFP/gmCv9bPNslJXApu1vDTH0i0NLaLo1SURccVOfoqfSkBu07oOaxrAFL2WEzImth0AsYbld/9i51jYNex3/Tef0Rrtkeuh5L6Dl6gdrIR2/RFnqP+mgfUWTRd/QD/WxcNf40m82la3RxYerzFFVGc+UvhjA7TA==</latexit>

x(m) = P (m)�1q(m)
<latexit sha1_base64="o5fGXsa8gKXGE+irLXaK4S6aoA4=">AAAGY3icnZTNbtQwEMddoEtJ+WgLBySEZFhV2tJqtVkh4FKpUlXEqSxVv6TNsnK8Tuo2doLtFFVpzjwNV3gGzpx648J7MEm3ollnL7WUZPT3b8YzY8d+EnFtOp2LmVu378w27s7dc+bvP3j4aGFxaV/HqaJsj8ZRrA59olnEJdsz3ETsMFGMCD9iB/7JZjF/cMqU5rHcNWcJGwgSSh5wSgxIw4UXvZZYdVfwOgZjBa9iMsxAyK++n3eHC81Ou1MObBvu2GhuPG39+XXx+31vuDj7yhvFNBVMGhoRrftuJzGDjCjDacRyx0s1Swg9ISHrgymJYHqQlbXkeBmUEQ5iBY80uFSve2REaH0mfCAFMUd6cq4Q6+b6qQneDTIuk9QwSS8XCtIImxgXjcEjrhg10RkYhCoOuWJ6RBShBtrnOMt4/QYD3D4mTBETK72GZazEGmaGtm8czpPsK42FIHKUeYoF7EvedwdZq7Czppuv5NhxKtCm7+eZx6ROFSu6knnF2/ezzTwHuMLuTGN3bHZ7GrsNbBXdmoZuWWhvGtorUAfKvE5HUH6VBkVHRJoibpUNLTb8z1aT0DTJ+93BZOTAeICHEcNNdw03u9hTPDwynirFyUrI6DjmELwSJfNAYoqSyKqcy9NyKyuLBnD+MjcvdtbKsjhNtkeZ5jlkOE7u3MrL1/VehdO4pHNrMUFsp/IfC8a5TXT7lFHbwRdX8HUU/rdwsktK4FK2t4aZ+kSgpbVdGsWiLjio1tFT8XEN2rNAzUNZA5ayxSZE1sKgFzDcru7kXWob+922+6b9+hNcs110OebQM/QStZCL3qIN9AH10B6i6Bv6jn6gn7N/G/ONpcaTS/TWzNjnMaqMxvN/aBU+2A==</latexit>

P (m+ 1) = P (m) + am+1a
T
m+1

<latexit sha1_base64="5UdMR8xtx5jL5Ivz8tOiPlMqmpo=">AAAGYXicnZTPb9MwFMe9wcoWfnXjuAMW1aQOpqqpEHCZNGmaxGmUif2QmqpyXCfzFjuZ7QxVWY6c+UO4wj/Af8GZv4E7L2kRS51eZinJ09ef9/zes2M/ibg23e6vpeV791caD1bXnIePHj952lzfONFxqig7pnEUqzOfaBZxyY4NNxE7SxQjwo/YqX+5X8yfXjOleSw/mUnChoKEkgecEgPSqPn8qi1eudt4F4OxjV/hySgDIcdk+h01W91OtxzYNtyZ0drb8Np/fn71+qP1lZfeOKapYNLQiGg9cLuJGWZEGU4jljteqllC6CUJ2QBMSQTTw6ysJMdboIxxECt4pMGletsjI0LrifCBFMSc6/m5QqybG6QmeDfMuExSwySdLhSkETYxLtqCx1wxaqIJGIQqDrliek4UoQaa5zhbePcOA9w+JEwREyu9g2WsxA5mhnbuHM6T7DONhSBynHmKBewqH7jDrF3YWcvNt3PsOBVo3/fzzGNSp4oVXcm84u372X6eA1xhjxaxRzZ7uIg9BLaKHixCDyy0vwjtF6gDZd6mIyi/SoOiIyJNEbfKhhYb/merSWia5IPecD5yYDzAw4jhlruDWz3sKR6eG0+V4nwlZHwRcwheiZJ5IDFFSWRVzuV1uZWVRQM4f5mbFztrZVmcJtujTPMGMpwld2Pl5et6r8JpVtKNtZggtlP5jwWz3Oa6fc2o7eCLf/BtFP63cL5LSuBStreGmfpEoKW1XRrHoi44qNbRU/FFDdq3QM1DWQOWssUmRNbCoBcw3K7u/F1qGye9jvum8/ojXLM9NB2raBO9QG3kordoD71HfXSMKPqCvqHv6MfK78Zao9nYmKLLSzOfZ6gyGpt/AWdaPck=</latexit>

q(m+ 1) = q(m) + ym+1am+1

Remark: as P(m) becomes invertible, it will remain so when we add rows

We can compute  using the Sherman-Morrison formula: P(m + 1)−1

<latexit sha1_base64="ciVs0tHU/NYga7OovLdCUp/N+JE=">AAAGkXicnZRbT9swFMcNGx3LbjAe92KtQioDqqaadnlAQkNIkyZBhspFalrkuE5qiJ3MdpmQycfa19j7toe9sO8xJy2C1OkLlhId/f07x+ccX4I0plK1Wr/m5h88XKg9WnzsPHn67PmLpeWXRzIZCUwOcRIn4iRAksSUk0NFVUxOUkEQC2JyHJzv5PPHF0RImvCOukxJj6GI05BipIx0urTf8OA6RBD1O2t9velmcAs63tjahI4fCoS1m2k3p/odOJlCmdO4MddurX7ndKnearaKAW3DnRj17fW/P13v97V3urzwxh8keMQIVzhGUnbdVqp6GglFcUwyxx9JkiJ8jiLSNSZHjMieLirP4KpRBjBMhPm4goV610MjJuUlCwzJkBrK6blcrJrrjlT4oacpT0eKcDxeKBzFUCUwbyMcUEGwii+NgbCgJleIh8g0S5lmO84q3LrHMG77KRFIJUJuQJ4ItgGJws17h/M5+Y4TxhAfaF+QkHzLum5PN3Jb191sLYOOU4J2giDTPuFyJEjeFe3n/yDQO1lm4BJ7MIs9sNm9WeyeYcvo7ix010K9WaiXo44p8y4dm/LLtFFkjLjK45bZyGKjW7achMRp1m33piOHyjd4FBNYdzdgvQ19QaOh8kUhTleCBmcJNcFLUbRvJCIwiq3KKb8otrK06M1lNTtrZZmfJtujSPPKZDhJ7srKK5DVXrnTpKQrazGGbKfijoWT3Ka6fUGw7RCwG/guau5bNN0lwWAh21tDVHUipqWVXRokrCq4Ua2jJ5KzCtSzQEkjXgEWssWmiFfCRs9h87q602+pbRy1m+675tuv5pltg/FYBK/Aa9AALngPtsFn4IFDgMEP8Adcg3+1ldrH2nbt0xidn5v4rIDSqH35D+UhTNg=</latexit>

(P + aaT )�1 = P�1 � 1

1 + aTP�1a
(P�1a)(P�1a)T

P non-singular and symmetric
Cost =  instead of  𝒪(n2) 𝒪(n3)


